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Researchers’ Trends, Intentions, and Awareness, 
Towards Publications in Open Access 

Aharony, Noa  Bar-Ilan University, Israel | Noa.Aharony@biu.ac.il 

Hadad, Shlomit  The Open University of Israel, Israel | shlomith@openu.ac.il  

ABSTRACT 
This study examined Israeli researchers’ trends, intentions and awareness regarding scientific publications in open 

access (OA) journals and repositories. A survey was distributed to 202 Israeli researchers. According to the findings, 

most researchers used a combination of closed (traditional/toll access) journals with OA gold/green routes. 

Researchers showed low awareness of OA key concepts, which was significantly associated with the tendency not to 

publish in OA. In addition, researchers who reported that there was a formal policy concerning publishing articles in 

high-impact journals in their department tended to publish less in OA. The most common reasons that caused 

researchers not to publish in OA routes were lack of funding and lack of awareness. Conclusions present a need for 

an OA's declared policy as well as financial and informational support. 

KEYWORDS 
Open-Access (OA) publication, green OA, gold OA, blended publishing models  

INTRODUCTION 
Open Access (OA) is a term that is used to address unrestricted online access to scientific articles, as part of an 

effort to "open up" scientific outputs to the public. Further, OA may improve the rigor, replicability, and availability 

of research (Clayson et al., 2021; Piwowar et al., 2018). Countries and research institutions across the globe have 

committed to providing OA for their research output while developing a clear OA policy (Moskovkin et al., 2021).  

In addition, various grants require that the research outputs will be available in OA journals (gold OA) and 

repositories (green OA). Both models have considerable challenges.  Gold OA includes high processing charges for 

OA journals and the risk of encountering or using "predatory" journals (those that are driven by financial interest 

and do not perform quality examinations). Green OA, includes misunderstandings concerning publishers’ copyright 

policies that prevent researchers from self-archiving their articles (Narayan & Luca, 2017). Due to the lack of OA 

policy and research regarding OA publication in Israel, the current study sought to examine Israeli researchers’ 

trends, intentions, and awareness, regarding scientific publications in OA journals and repositories.  

METHOD 
A quantitative research design based on two questionnaires was used (Barrett et al., 2017; Woszczynski & Whitman, 

2016).  The questionnaire was distributed through researchers' email list on the faculties websites and/or through the 

faculty secretariat.  202 Israeli researchers from universities, colleges and research institutes in Israel took part in the 

study. Among them, 106 (52.5%) were from the Social Sciences and the Humanities, and 96 (47.5%) were from the 

Exact Sciences. The structured questionnaire contained closed end questions regarding OA awareness, engagement 

and intention to engage with OA, the department / university position, and reasons why they do not publish or intend 

to publish in OA journals and/or repositories.  

RESULTS 
Engagement with Open Access Publishing  
Researchers were asked to choose the models they used in the last 3 years to disseminate their publication (e.g.  

article, book, book chapter, conference paper, working paper). Publication models are presented in Table 1. 

Publishing model 
No of 

researchers (%) 
Description 

Blended: 

Open-Access 

+Traditional 

subscription access 

journals 

157 

(77.7%) 

Blended publishing models (the researcher could choose more than one 

model, therefore there are more models than the total results count): 

o Published in closed (toll access) journals: 149 researchers (95%) 

o OA journal: 81 researchers (52%) 

o Discipline or subject repository (e.g. ArXiv, SSRN): 63 (40%) 

o Academic social networks (e.g. ResearchGate): 60 (38%)  

o Personal/University website: 52 researchers (33%) 

Non-OA only (i.e. 

traditional journal) 

35 

(17.3%) 
 

Open-Access  

(Gold/Green only) 

10 

(5%) 
 

Table 1. Researchers' Publishing Models 

mailto:Noa.Aharony@biu.ac.il
mailto:shlomith@openu.ac.il
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Intention to Engage with Open Access  
Researchers were asked if they intend to publish in OA journals and/or repositories in the coming year. Answers 

were coded on a three-level ascending order scale as presented in Figure 1.  30.7% of the researchers reported that 

they do not intend to publish in OA models. 

 
Figure 1. Researchers' Intention to Publish OA 

Awareness of Open Access Publishing 
Researchers were asked to rate their awareness regarding the following forms of OA publishing: Open Access: Gold 

model, Open Access: Green model, Creative Commons license, hybrid OA, predatory journals. The mean score 

(2.24 (n=202, SD=1.05)) on a five-point scale (where 5=Very familiar) shows that respondents had a low average 

score about OA key concepts, with a midpoint of 3.0. Using Spearman’s rank-order correlation test indicated 

researchers’ awareness has a weak, positive, and significant relationship (r (202) =.184, p=.043) concerning their 

intentions to publish in OA journals or repositories.  

Publishing an article – Formal/non-formal policy 
Researchers were asked if their department had a formal policy concerning publishing articles in journals. Answers 

were coded on a three-level ascending order scale (1-3) as detailed below: 

1. I do not know of any formal or non-formal policy—57 researchers (28%). 

2. There is a non-formal policy that requires publishing in a high impact factor journal, indexed in Scopus or 

the Web of Science, and intending to use a Q1 journal—63 researchers (31%). 

3. There is a formal policy position that requires publishing in a high impact factor journal, indexed in Scopus 

or in the Web of Science, and intend to use a Q1 journal—82 researchers (41%). 

A chi-square test of independence showed significant association between intention to publish in OA and a 

publication policy (X2 (2, N = 202) = 4.1, p = .035). Those who reported a formal policy expressed a lower intention 

to publish in OA. 

Reasons for not publishing / lack of intention to publish in OA journal/repository 
Researchers were also asked to rate the following statements according to their importance, to explain why they 
have not published (35, 17%)/do not intend to publish in OA journals (62, 30.7%). Results range from the most 

common reason (1) to the least common (4): 

1. I was unable to fund/I am not willing to pay an article processing charge (43%). 

2. I am not aware of Gold Open Access as a publishing model (28%).  

3. I am not familiar enough with quality and peer reviewed OA journals in my field that are required for 

promotion (17%). 

4. I am concerned about “predatory journals” (12%). 

Reasons why researchers do not intend to self-archive articles in a OA repository (i.e., Green OA). Results are 

presented ranging from the most common reason (1) to the least common (3): 

1. I am not aware of any repository in my field (47%). 

2. I am concerned that I will violate copyright if I put my article in a repository (42%). 

3. I do not think it worth the time and effort involved (11%). 

CONCLUSION 
Based on this study’s findings, the overarching recommendation is for the urgent need to regulate policies at the 

national and institutional levels regarding scientific OA publications. Authors assume that by following a declared 

policy, researchers’ awareness towards OA models would increase. Moreover, as findings indicate, academic 

researchers need financial and informational support. Therefore, dedicated budgets should be provided to 

researchers who choose to publish in OA, as well as more information regarding OA models and concerning 

copyright and appropriate repositories. These facilitating conditions will allow researchers flexibility in choosing a 

journal in which to publish and encourage them to use OA journals. Further, it may raise their awareness concerning 

self-archiving repositories. Further studies may crosscheck researchers' perspectives with a bibliometric analysis. 
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An Information-Resilient Big-Data Workbench with 
PDP-DREAM Software 

Anand, Aniruddh Brain Health Alliance, USA | aanand@bhavi.us 

Taswell, Carl Brain Health Alliance, USA | ctaswell@bhavi.us 

ABSTRACT 
PORTAL-DOORS Project DREAM Software, available as an open-source C#-centric codebase from a Github 

public repository at PDP-DREAM, implements the PDP-DREAM principles and PDP-FAIR metrics with web-

enabled workbench software for distributed data repositories in the Nexus-PORTAL-DOORS-Scribe 

Cyberinfrastructure. PDP-DREAM Software has been developed for Microsoft platform technologies with 

ASP.NET Core, SQL Server, and Internet Information Server. As a web-enabled workbench, PDP-DREAM 

provides many features for big data management with tools and services to support information resilience in defense 

of truth in science and integrity in research. 

KEYWORDS 
PORTAL-DOORS Project, NPDS Cyberinfrastructure, PDP-DREAM software 

INTRODUCTION 
The PORTAL-DOORS Project (PDP) began in 2006 with the mission of developing software to serve as a bridge 

between the lexical web and the semantic web. The original acronyms PORTAL and DOORS represented 

respectively the phrases “Problem Oriented Registry of Tags and Labels” and “Domain Ontology Oriented 

Resource System”. The 2006 architectural blueprint design for the infrastructure system was conceived with 

PORTAL as an analogue inspired by the IRIS registry system and DOORS as an analogue inspired by the DNS 

directory system (Taswell 2007). PDP now maintains this distributed data management system as the Nexus-

PORTAL-DOORS-Scribe (NPDS) Cyberinfrastructure for big data and metadata repositories. NPDS can be 

described as a ‘who what where’ diristry-registry-directory-registrar system with Nexus diristries, PORTAL 

registries, DOORS directories, and Scribe registrars for identifying, describing, locating, and linking things on the 

internet, web and grid.  

PDP-DREAM SOFTWARE 
PDP-DREAM Software for NPDS from PDP has been available since its initial public release as open-source 

software in 2021 at a Github repository PDP-DREAM (Taswell 2021) with the acronym DREAM for the phrase 

“Discoverable Data with Reproducible Results for Equivalent Entities with Accessible Attributes and Manageable 

Metadata”. PDP-DREAM Software has been coded with the C# programming language for Microsoft platform 

technologies with ASP.NET Core, SQL Server, Internet Information Server, and a Visual Studio Solution which 

provides a collection of Visual Studio Projects that manage data repositories in the NPDS Cyberinfrastructure. 

Nexus servers built with PDP-DREAM Software provide “anonymous user read access to resource metadata in the 

Nexus diristries, PORTAL registries, and DOORS directories”—see the website https://www.portaldoors.org for 

“information on the continuing design, development, and implementation of NPDS as a cyberinfrastructure for 

semantic computing on the internet, web, and grid.” Scribe registrar servers, which require secure https connection 

for authorized agent write access, provide registrar services for resource metadata and data management at Nexus 

diristries, PORTAL registries, and DOORS directories. Resource metadata record agents with Author and/or Editor 

roles may access write privileges at the BHA, GTG, and PDP Scribe Registrars, but not for management of NPDS 

components where write access is restricted to agents with Admin roles. In an extensible and flexible manner, other 

independent organizations may instantiate and manage their own problem-oriented domain-specialty NPDS servers 

to interoperate with those already created by Brain Health Alliance to prototype, develop, and demonstrate the 

NPDS Cyberinfrastructure distributed network of data repositories.  

Branches and Releases 
Over the course of the next year, the PDP-DREAM public repository at https://github.com/BHAVIUS/PDP-

DREAM will follow a software development roadmap with 3 named branches Aoraki, Cervin, and Gangkhar which 

will be maintained respectively in Microsoft’s current .NET 6, preview .NET 7, and planned .NET 8. Thus, the 

branches will be named Aoraki-Net6 and Cervin-Net7 with releases in 2022, and Gangkhar-Net8 with releases in 

2023. Dated releases will append an 8-digit code for the date of each software release, for example, Cervin-Net7-

20221108 anticipated for same date as Microsoft’s release of .NET 7 later this year. All branches and releases will 

be available from the PDP-DREAM public repository. 

Aoraki-Net6 
Aoraki will focus on .NET 6 web apps built with ASP.Net Core MVC Views and Telerik UI for ASP.Net Core. 

https://www.portaldoors.org/
https://github.com/BHAVIUS/PDP-DREAM
https://github.com/BHAVIUS/PDP-DREAM
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Cervin-Net7 
Cervin will focus on .NET 7 web apps built with ASP.Net Core Razor Pages and Telerik UI for ASP.Net Core. 

Gangkhar-Net8 
Gangkhar will focus on .NET 8 web apps built with ASP.NET Core Blazor and Telerik UI for Blazor. 

Relevance to Information Resilience 
Software from PDP for the NPDS Cyberinfrastructure has been in continuous development since 2007. Discussions 

in the early papers from PDP (such as Taswell 2007 and Taswell 2010) addressed concerns about the importance of 

distributed and democratized information systems in supporting the free flow of information without monopolization 

by a single person, organization, or government. Providing support with open-source software for technology 

platforms that help to counter the spread of false, deceptive, manipulative and/or wrongful information has since 

become increasingly important as a means of fighting back against the worsening information cyberwars that 

threaten truth and integrity when preserving the published record of information in libraries. Solutions to some of 

these problems with the tools available in PDP-DREAM Software will be demonstrated at the ASIS&T 2022 Online 

Workshop entitled “Who Are the Guardians of Truth and Integrity?” (Craig et al 2022). 

CONCLUSION 
PDP-DREAM Software, available as an open-source C#-centric codebase from a Github public repository at PDP-

DREAM, provides a Microsoft-platform implementation of the PDP-DREAM principles, PDP-FAIR metrics, and 

web-enabled workbench software for data repositories in the NPDS Cyberinfrastructure. Named branches of the 

codebase respectively for Microsoft .NET 6, 7, and 8 will be maintained with Aoraki-Net6 and Cervin-Net7 

available in 2022 and Gangkhar-Net8 available in 2023. PDP-DREAM Software and the NPDS Cyberinfrastructure 

will continue to serve as a bridge connecting the semantic web with the lexical web while supporting the PDP 

mission not only to advance information technology, but also to promote truth in science and integrity in research 

with information resilience. 
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ABSTRACT 
In response to the rising calls for transparency in displaying collections information, an ongoing research project is 

developing and studying provenance research methods in four domains, which cross museum and archive settings 

and their legal oversight in the United States: art collections (furthermore colonial era and Nazi-looted era), special 

collections and manuscripts, Native and Indigenous research, and local or rural history collections. We illustrate 

three resilient values underpinning successful or at least informative provenance research: transparency, due 

diligence, and digital inclusion. Together the values, when practiced further, will guide information professionals 

towards researching collections provenance more effectively according to internal and public-facing goals.  

KEYWORDS 
Provenance research; Information management; Ethics of cultural heritage; Public access; Descriptive metadata. 

INTRODUCTION: FROM DIVERSE DEFINITIONS TO PERSISTENT VALUES 
Provenance research aims to ascertain, through use of primary and secondary sources, the immediate and preceding 

ownership history for a cultural object since its creation. Documentation of an item’s provenance may involve 

accessing a wide number of far-flung and unexpected source materials: from sales receipts to personal property 

listings, and from photographic geolocation data to comprehensive lists (catalogue raisonnés) of an artist’s body of 

work. While provenance research in practice has evolved and expanded largely in positive ways over the past twenty 

years—in part motivated by the adoption of the 1998 Washington Conference Principles on Nazi-Confiscated Art by 

44 countries and 13 NGOs (non-governmental organizations) (Campbell, 2019)—it is still characterized by isolated 

expertise from one domain to another, few freely accessible instructional and training opportunities, and dynamic 

internal uses and external outcomes of the work.  

Provenance research in the archives management field, for example, differs from that in art history and archaeology. 

Archaeologists often study the provenance of individual objects, whereas archivists seek out the origin and history 

of groups of records, i.e. series, collections or fonds. Due to the very long temporal distance between (ancient) 

creation and discovery, the provenance of archaeological objects is usually unknown, whereas the provenance of 

archival materials is usually known when (museum) archivists acquire records directly from the creators. Therefore 

unlike archaeologist teams who need to investigate, to first discover or infer the provenance of objects, archivists are 

focusing more on how the provenance information should inform the appraising, organizing, describing and using of 

archival materials. Archival provenance description includes creator history, records history, and custodial history 

(Millar, 2002). Some scholars suggest expanding archival provenance further to include the sociopolitical context in 

which the records were created and evolved (Nordland, 2004; Wurl, 2005; Beattie, 2009). Niu (2013) also suggests 

technical provenance information be included for digital archives produced in databases, workflows or published on 

the Web. Technical provenance information refers to technical details of the creation, transformation, derivation and 

access processes of digital archives—the software programs, hardware, workflow instruments, and information 

about how web servers retrieve the digital image and deliver it to the browser which renders it.  

The remainder of this poster analyzes active professional work vignettes to illustrate three resilient values 

underpinning successful or at least informative provenance research: transparency (the open sharing of known and 

missing information), due diligence (the time-based exhaustivity of effort put towards researching), and digital 

inclusion (the use of accessible resources for sharing expert contributions). The three values emerge from the above 

evolving definition of provenance research in service to current practices at American museums and archives. 

TRANSPARENCY 
Archivists and museum curators’ long-standing efforts to describe objects accurately have renewed conversations 

with Native American communities regarding the ethical stewardship of cultural and sacred items. Recognizing that 
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museums need to build relationships with tribes—beyond the legal provisions of NAGPRA—the Center for Art 

Collection Ethics (ACE) at the University of Denver (DU), CO, USA has developed a postgraduate certificate 

program on the ethical stewardship of Native items. It was developed in consultation with members of displaced 

tribes of Colorado, and with Native DU faculty and staff members. The program highlights object-based research 

and related archival study, in partnership with three museums, while underscoring the value of transparent, 

unambiguous face-to-face dialogues. Though safety concerns about the COVID-19 pandemic forced the program 

cancellation in June 2020, ACE continues to promote ongoing public discussions about stewardship issues and plans 

to offer the training program when the pandemic eases further and Native representatives, including tribal elders, 

can be safely welcomed to campus: their ancestral lands. As observed by Denver Art Museum curator Dakota Hoska 

(Oglala Lakhóta), a collection of Native items, when approached ethically and transparently, can be promoted “as a 

rebuilding tool; as a source of pride, reference and power” (Pierce, 2021). 

DUE DILIGENCE 
Since January of this year, the Museum of Fine Arts, Boston, MA, USA (MFA) has announced the restitution, or 

physical return, of no fewer than four individual objects from its collection: a painting by Salomon van Ruysdael 

looted from its Jewish owner in Budapest in 1945, two Malian terracottas illegally excavated in the late 1980s, and 

an ancient Roman head that was pillaged from Italy during the upheaval of World War II. Even if those resolutions 

were the correct course of action, it is in many ways the worst-case scenario for a museum to have to deaccession, or 

use acquisition funds to re-purchase, a work of art in light of the fact that it was stolen or smuggled. How did these 

illicit works of art make their way into the Museum to begin with? No matter what the curatorial department or the 

precise rationale for restitution, each of the MFA’s past acquisition mistakes can be faulted for insufficient due 

diligence at the time the object was acquired. Due diligence—in this context, the steps necessary for museums to 

make responsible and judicious decisions—includes requesting information about the work of art’s ownership, 

export and importation history, understanding and acknowledging the acquisition’s inherent legal and financial risk, 

and conducting original research on the object’s provenance. Implementing a system of due diligence therefore 

requires ongoing education about cultural property law, ethics, and museum policies, access to legal resources, and 

access to research resources such as libraries, archives, and databases. With such tools, and a method of checks and 

balances built into the staff organization, collecting institutions will be able to establish consistency and 

accountability in the acquisition process. Only with greater due diligence can museums reduce their own legal and 

reputational liability and help diminish the market demand for illicit materials. 

DIGITAL INCLUSION 
Access to sales catalogs, as well as archives and publications about historical dealers, are substantial resources for 

provenance researchers. They often can be difficult to find, since many are not cataloged in library systems, or easily 

accessible. Digitization (see Arizona State Library, Archives and Public Records, 2018: p. 3) provides more ways 

for such materials to become reachable by provenance scholars, since the resources can dramatically increase 

knowledge about the works in museum collections. For example, a white-ground oil vessel (alabastron) depicting an 

archer in the Menil Collection, TX, USA demonstrates how such resources can reveal longer object biographies. The 

vase was purchased on behalf of the Menil Foundation by Galerie Koller in Zurich, Switzerland in 1979 from the 

posthumous sale of the collection of Ernest Brummer (The Ernest Brummer Collection, 1979: no. 694). Tracing the 

vase through catalog sales and digitized dealer archives has identified it as previously being in the collections of the 

art dealers Josef (1883-1947) and Ernest Brummer (1895-1964) between 1927 and 1979 (Brummer Gallery Records, 

n.d.: no. N1147). Their records indicated that prior to the vase entering the Brummer Collection, it belonged to 

Alphonse Kann, another dealer in Paris, France, who had sold it in 1927, and mentioned a previous “Lambros” 

collection. The Kann sales catalog (Kann and Canessa, 1927: no. 5) designates that the vase came from the 

collection of Jean P. Lambros (1843-1909), an archaeologist, collector, and antiquities dealer in Athens, Greece 

whose collection was sold in 1912. Luckily, there is a published catalog of the 1912 sale (Collections de feu…, 

1912: no. 39) with an image of the vase. That recently digitized catalog is what allows the institution now to trace 

the modern biography to the early 20th century and to identify it with a probable provenience of Attica, Greece. As 

the result of this collection research, the provenance history has greatly expanded, and the vase is now on view for 

the first time in its history in the Museum. It will be highlighted in both public programs and digital features, 

including being added to the online collection page with a short public-facing text about its history and iconography.  

CONCLUSION 
The persistent values of transparency, due diligence, and digital inclusion are at the heart of provenance research, as 

they should be. This poster provided examples of each of these values in practice and implementation into day-to-

day operations—achieving internal goals and increasing accessibility to institutions’ collections. The three values, 

though powerful on their own, truly reach their full potential when practiced together; explicitly training information 

professionals about them, accordingly, will facilitate more effective researching of and storytelling with provenance.  



 

ASIS&T Annual Meeting 2022 8  Posters 

ACKNOWLEDGMENTS 
Buchanan (as Project Director), Bartley (as Graduate Research Assistant), Bennett, Campbell, Niu, and Reed (as 

Project Advisors) collaborate on the “Developing Extensible Methods for Provenance Research” project that is 

generously funded by the Institute of Museum and Library Services (IMLS), grant RE-246339-OLS-20.  

REFERENCES 
Arizona State Library, Archives and Public Records (2018). Arizona Tribal Libraries Digital Inclusion Summit 2018. Phoenix: 

Arizona State Library, Archives and Public Records, Library Development Division. Retrieved from 

(https://azmemory.azlibrary.gov/digital/collection/statepubs/id/32418) and 

(https://www.digitalinclusion.org/blog/2017/10/10/arizona-tribal-libraries-digital-inclusion-summit/). 

Beattie, H. (2009). Where narratives meet: Archival description, provenance, and women’s diaries. Libraries & the Cultural 

Record, 44(1), 82-100. 

Brummer Gallery Records. (n.d.). N1147. Retrieved from 

(https://libmma.contentdm.oclc.org/digital/iiif/p16028coll9/60597/full/full/0/default.jpg).   

Campbell, E. (2019). The Washington Principles 20 years later: Some progress but not enough. Retrieved from 

(https://liberalarts.du.edu/art-collection-ethics/news-events/all-articles/washington-principles-20-years-later-some-progress-

not-enough). 

Collections de feu M. Jean P. Lambros d’Athene et de M. Giovani Dattari du Caire. [1912]. Auction 17th-19th June 1912 at Hotel 

Drouot, Paris. No. 39 (pl. VIII). Retrieved from (https://archive.org/details/collectionsdefeu00htel/page/8/mode/2up). 

Kann, Alphonse, and Ercole Canessa. (1927). The Alphonse Kann collection, Sold by his order. Vol. 1, No. 5. New York: 

American Art Association.  

Millar, L. (2002). The death of the fonds and the resurrection of provenance: Archival context in space and time. Archivaria, 53, 

1-15. 

Niu, J. (2013). Provenance: Crossing boundaries. Archives and Manuscripts, 41(2), 105-115. 

Nordland, L.P. (2004). The concept of “secondary provenance”: Re-interpreting Ac ko mok ki’s map as evolving 

text. Archivaria, 58, 147-159. 

Pierce, C. (2021). Interview with Dakota Hoska (Oglala Lakhóta), Assistant Curator of Native Arts, Denver Art Museum. 

Retrieved from (https://liberalarts.du.edu/art-collection-ethics/news-events/all-articles/interview-dakota-hoska-oglala-

lakhota-assistant-curator-native-arts-denver-art-museum). 

The Ernest Brummer Collection. (1979). Auction sale 16th-19th October 1979 at Grand Hotel Dolder, Zurich. Vol. II, No. 694 (pp. 

330-331). Zurich: Galerie Koller and Spink & Son.  

Wurl, J. (2005). Ethnicity as provenance: In search of values and principles for documenting the immigrant experience. Archival 

Issues, 29(1), 65-76. 

 

 



 

85th Annual Meeting of the Association for Information Science & Technology | Oct. 29 – Nov. 1, 2022 | Pittsburgh, PA. Author(s) retain 

copyright, but ASIS&T receives an exclusive publication license. 

ASIS&T Annual Meeting 2022 9  Posters 

How Do Adult Digital Literacy Curricula Address 
Problematic Information? 

Bugre, Charles University of Washington, United States | cbugre@uw.edu 

Wedlake, Stacey University of Washington, United States | staceyaw@uw.edu 

ABSTRACT 
Public libraries, nonprofits, and community organizations are key providers of digital literacy and technology 

education in their communities. Given that they play a crucial role in helping persons outside formal education to 

navigate the digital world, these organizations have the potential to be key players in addressing problematic 

information. These institutions could provide critical support in this area since they teach people to use information 

and communication technologies and how to find, evaluate, create, and communicate information effectively and 

efficiently. This poster explored how seven digital literacy curricula for adults address problematic information. We 

found problematic information related lessons were siloed from other lessons on social media or online searching, 

and these curricula do not use current best practices for evaluating information but rely on older information literacy 

models. 

KEYWORDS 
Digital literacy, problematic information, misinformation, disinformation, information literacy 

INTRODUCTION 
Previous research has shown that adult education and digital literacy training can help adults learn to navigate 

problematic information (Seo et al., 2020; Sirlin et al., 2021). Problematic information is an umbrella term that 

includes information that is “inaccurate, misleading, inappropriately attributed, or all together fabricated” (Jack, 

2017). Jack recommends the term “problematic information” as a broader term for concepts like misinformation, 

disinformation, fake news, information disorder, conspiracy theories or any information that is likely to lead to 

physical or emotional harm or interfere with the proper functioning of public institutions (2017). However, 

traditional information literacy lessons typically taught by librarians do not take into consideration that problematic 

information can exploit personal beliefs and socio-political divides leading to emotional and psychological 

responses (Sullivan, 2018; Young, 2021). Additionally, these approaches do not sufficiently prepare students to 

assess information in real, online settings (Caulfield, 2016; Wineburg et al., 2020). Recent research has shown 

teaching lateral reading, evaluating the credibility of a source by conducting simple searches, can improve 

information assessment (Pavlounis et al., 2021; Wineburg & McGrew, 2017). Digital literacy curricula cannot treat 

problematic information assessment as simply an issue of determining truth. 

After exiting formal education, adults learn additional digital literacy skills on their own but also from institutions 

such as public libraries, nonprofits, and community organizations (Rhinesmith & Kennedy, 2020). Some research 

has explored public libraries’ responsibility and potential to help educate the public on problematic information 

(Young et al., 2020), but there has been little evaluation of the impact of this programming (Sullivan, 2019). And a 

gap exists when examining training in other organizations. These digital literacy providers teach people how to use 

information and communication tools, but the types of skills covered in these programs and the approaches to 

teaching can widely vary from teaching common workplace software in a classroom setting to ad hoc help during a 

case management meeting on how to check emails (Dahya et al., 2020; Wedlake et al., 2019). Thus, we need to 

understand how these providers approach problematic information, if at all. To start our research, we wanted to 

know, how does current adult digital literacy curricula incorporate teaching about problematic information? 

METHODS 
In May 2022, we conducted three background interviews with digital literacy instructors to understand their 

approach to and understanding of problematic information. We then conducted a document analysis (Bowen, 2009) 

of online digital literacy curriculum resources recommended by the National Digital Inclusion Alliance (NDIA) in 

their Digital Inclusion Startup Manual (Siefer et al., n.d.). The interviewed instructors also referenced using many of 

them. These resources are developed by government agencies, nongovernmental organizations, and corporations in 

the United States for adult digital literacy providers. Although thirteen resources are listed in the manual, we limited 

our analysis to seven of them that had instructor materials or curricula. We excluded self-paced-only learning 

resources or pages that hosted mainly external links or resources targeted at youth. For the analysis itself, we looked 

for whether topics related to problematic information were covered and what techniques were taught. To do this, we 

located topics by searching the resources’ menus for keywords “information literacy,” “media literacy,” 

“misinformation,” “disinformation,” and “fake news.,” We also searched for the terms “evaluate” and “evaluating” 

mailto:cbugre@uw.edu
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since these could be common terms used to describe information assessment and examined social media and web 

search related lessons to look for embedded topics.  

RESULTS AND DISCUSSION 
Our preliminary analysis found that six out of the seven resources included topics related to problematic 

information. See Table 1 for the list of digital literacy curricula reviewed and the topic headings where lessons 

concerning problematic information were found.  

Organization Resource Problematic information related topics 

Goodwill Community 

Foundation (GCF) 
Learn Free Tutorials 

Digital Media Literacy, Critical Thinking, Being a 

Good Digital Citizen 

Mozilla Foundation Web Literacy Web Detective 

TechBoomers TechBoomers 
Fake News Resource list, How to Know if News 

Website or Story is Credible or Not 

Google Applied Digital Skills Write Using Online Research 

Denver Public Library 
Technology Classes & 

Workshops 

How to Spot Fake News  

Northstar 
Digital Literacy 

Assessment & curricula 

Information Literacy 

Table 1. Digital literacy instructor curricula with problematic information topics 

Upon initial review, we noted that problematic information topics were not found under any uniform heading, and 

each site took a different approach to categorizing the topics. All the resources except from Google and Mozilla had 

clear headings that would help an instructor understand the lesson covers problematic information. However, the 

variation in headings requires instructor familiarity with topics such as “information literacy” and “digital media 

literacy.” The types of actual skills covered by the resources varied in complexity. The most common approaches 

the resources covered included examining the URL for .edu, .gov etc., and looking for the author or source of the 

material. A few resources went into more in-depth approaches. Denver Public Library’s “How to Spot Fake News” 

lesson plan does introduce some basic lateral reading methods such as checking other websites to find out author 

credentials and encourages reflection about “emotional responses” versus “logical analysis of information” (Denver 

Public Library, n.d.).” GCF’s tutorials also incorporate lessons on personal confirmation bias, echo chambers, 

critical thinking and logical fallacies, but the skills focus on evaluating the webpage itself such as looking at the 

about page and determining if the website shows bias  (GCFGlobal.org, n.d., n.d., n.d.) instead of using the lateral 

reading technique of searching of the source on the open web or via Wikipedia (Wineburg et al., 2020).   

Our keyword searches and examination of social media and web search lessons found almost no discussion of 

problematic information or source evaluation within these topics. Even though all the curricula had these lessons, 

only Google incorporated evaluating information/sources into a non-problematic information specific lesson about 

writing a research paper (Lesson Plan, n.d.). However, other Google lessons related to web search only noted the 

existence of ads and not further source evaluation (Google Search for Beginners, n.d.). GCF web search lessons 

covered using advanced search features and issues around copyright, but source evaluation was found in a different, 

disconnected lesson. Many social media lessons did cover issues around the learner’s digital footprint, urging the 

user to use discretion about posting personal information but left out how to navigate the information a person may 

see in social media (Northstar Digital Literacy, n.d.). 

CONCLUSION 
In summary, this poster shows that the analyzed digital literacy instructor resources and curricula do have some 

lessons about problematic information but do not align with recent best practices for assessing problematic 

information (Pavlounis et al., 2021). For example, lateral reading, an emerging best practice that emphasizes 

evaluating credibility by conducting simple web searches does not appear whereas, vertical reading, evaluating the 

source by its own website through the URL and “About” page appears often. These methods and approaches are not 

integrated into topics such as online search or social media. Instead, instructors must specifically seek out these 

lessons. Additionally, most of the skills that are taught tend to focus on information found while conducting online 

searches and not how to handle the deluge of information seen on social media. Of course, what these resources 

cover and do not cover may not reflect what instructors teach. Future research could explore how instructors address 

navigating problematic information in real-life settings and work with instructors and communities to co-design 

lessons that better address problematic information digital literacy needs for adults. 
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ABSTRACT 
This exploratory study investigates the use of game development as a speculative activity to teach data science 

ethics incorporating the Directed Research Groups (DRG) format, that decentralizes classroom dynamics, emulates 

real-life working environments, and offers students creative choices driven by their own interests. This DRG focuses 

on creating a video game addressing an ethical issue in data science. Working in groups of peers from diverse 

backgrounds and education allows for multiple meanings to occur in a team-based learning environment. This 

enriches the students’ engagement with the material and by creating video games that have an impact on these social 

issues, itt also grounds their role as an active change agent for a future they envision. 

KEYWORDS 
Speculative education; data science ethics; video game development; project-based learning; higher education 

INTRODUCTION 
With the modern prevalence of data and the insights extracted, it is often overlooked that data science as a field is 

frequently layered on top of biased structures. A more nuanced understanding of this and its human impact is needed 

in computer science and data science education beyond technical skills (Aragon et al., 2022; Herman et al., 2020). 

Our project consists of University of Washington (UW) and University of North Texas (UNT) students working 

together in groups to develop video games that address ethical issues in data science. A decentralized model of 

education called a directed research group (DRG) is used. Finding solutions to complex problems involves applied 

knowledge and collaborating with colleagues spanning a variety of disciplines.  

For this poster, we address the design of this course as a model of student engagement in the emerging field of 

human-centered data science and look at game development as a speculative learning process, imagining ways to 

investigate ethical issues. The research questions we seek to answer are: 

• How does the directed research group model facilitate deeper student engagement with class content? 

• What role does game development as a speculative exercise play in student engagement with class content? 

BACKGROUND 
The major components of the course are summarized below. 

DRG Format 
Ethical Games was developed to teach data science ethics in the DRG format to undergraduate and graduate students 

typically underrepresented in the field of data science. The DRG is a unique education model established at the 

University of Washington to reconfigure traditional roles in education through the formation of a shared community 

of practice that centers around scholarly research (Turns & Ramey, 2006; Larson et al., 2009). It addresses the 

urgent need for undergraduate research opportunities that contribute new intellectual knowledge into their field, a 

standard of education set by the Boyer Commission on Educating Undergraduates, the Council on Undergraduate 

Research, and the National Conference for Undergraduate Research (Hu et al., 2008). The format is similar to 

project-based learning (PBL) pedagogy, which takes the emphasis off of lectures and content transmission onto the 

interests and motivation of students as they navigate through self-selected projects. Applying knowledge to solve 

real-world problems enlists deeper learning compared to receiving information passively (Miller & Krajcik, 2019). 

While already understood and implemented in K-12 educational settings, PBL is not as researched, applied or 

supported in higher education, and especially not as a means to address diversity issues. 

UNT, a Hispanic-serving institution seeking to solidify its role as a research university, partnered with UW in order 

to replicate this model. Starting in January 2022, students participated in multiple levels of engagement: a) 

individual assignments and readings, b) meeting with a group of peers to work on the group project of developing a 

video game addressing an ethical issue in data science or AI/machine learning and c) a weekly class time, where 

mailto:bernease@uw.edu
mailto:aragon@uw.edu
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students, teachers, and student researchers meet together over Zoom and offered comments and feedback through a 

shared Google Docs. The working groups provided built-in support from peers whose experience and education 

levels varied. More importantly, they served as the setting for group learning approach. Because students came from 

multiple disciplines in addition to spanning two universities, they worked through cultural and epistemological 

impasse(s) in order to produce a viable prototype of a videogame. Working through any impasse or disorientation is 

another vital component of deep learning that occurs in PBL (Webster et al., 2022). Throughout the course of group 

meetings, students could decide whether they wanted to pursue their individual project for game development or to 

work as a team developing one of their projects together. They were given the freedom to change to different groups 

and develop multiple projects until a decision had to be made to go forward. It was important to initially combine 

UW and UNT students because several of the UW students have participated in a DRG previously and understood 

the dynamics of working in self-directed groups. 

It was important to provide students with opportunities for further work and research. This decentralized power in 

the classroom helps to develop student autonomy. Students chose to be in the class through a screening process and 

if they wanted to receive credit, they could choose the number of credit hours they wanted to register for. It was 

important to set the classroom culture to establish there was no set class hierarchy and that the students were 

expected to take ownership of the course and initiate any change. One student created a Slack channel for 

participants when they felt there was a lack of communication between students and another created an attendance 

spreadsheet to make the class sign in process more efficient. The second feature is the student as colleague model, 

which is most evident during the research phase of the course that we are currently in. Students work alongside the 

instructors and researchers to co-develop the hypothesis, research design and experimental procedure, so that they 

take a significant role in every phase of research (Hu et al., 2008). They were also encouraged and given 

opportunities to take the lead in research based on their interest and comfort level. Ultimately, this novel course 

modality and DRG format takes advantage of the shift toward online learning with its limitations and opens the door 

for cross-discipline and multiple-university collaboration for research, equipping the students with the ability to 

adapt and flourish in an ever-changing environment, a crucial skill in both academia and industry. 

Teaching Using Game Development 
Game development as a mode of learning blends well with the DRG format because it builds upon the students’ 

already high motivation when they are able to decide on the ethical topic to address and the narrative elements of the 

game. Kafai notes that the greatest learning benefit is from the process of designing instructional games, not playing 

instructional games (2006). By changing the role of the student from consumer to producer (Kafai, 2006), it forces a 

series of decisions related to game mechanics and a deeper understanding of the ethical topic in order to produce 

optimal outcomes in players, such as a more critical attitude in using AI in mortgage loan approvals. Working 

through these ideas as a group also gives opportunities for collective meaning-making as each student contributes 

their own ideas and opinions.These activities reinforce the constructivist model of learning Piaget proposed where 

knowledge is determined by the act of “creation of novelty” and knowledge is determined by students and their 

creativity in learning about the ethical issues through game development (Mozelius, et al., 2013). 

Game Development as Speculative Design 
Higher education is ripe for change as it seeks to justify its importance in modern civilization. Staley takes this call 

to consider multiple possibilities in reimagining the purpose of the university through speculative design and how it 

might take on future forms as, “feasible utopias (p. 14, 2019)”. Game development and the DRG model both seek to 

“unsettle the present (Staley, 2019)” as the first step of change. It invites us into the process of reimagining 

relationships between teaching and learning, and questions foundational concepts taken for granted, including 

systems of bias represented in both data and education (Bang et al., 2013). While the initial course consisted of 

lectures with case studies of the harms AI can cause, game development provides learning moments for students by 

allowing them to collectively address social issues such as digital privacy or misinformation in order to create a 

more just future. As Garcia et al. (2020) indicates, a speculative approach does more than identify and critique 

inequalities, but “invites in collective imagining and action (p. 21)”. 

METHODOLOGY 
The instructors and student researchers are currently gathering research data from students using a qualitative 

approach to pre-course reflections, post-course reflections, and periodic surveys. A content analysis of the 

interviews will also be performed to find emerging themes and insights about the learning process. We will also look 

at the artifacts produced by the groups to take a deeper look at the level of engagement from students. 

CONCLUSION 
Preliminary results consistently indicate that students had a meaningful experience working in groups. We are 

currently in the second stage, where the students can participate in research, and there are several journal articles and 

conference presentations being developed with students. We intend to pursue funding to have the students design 

research around the student-developed games being played in the community they were intended for. 
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ABSTRACT 
The COVID-19 pandemic necessitated the understanding of the infodemic for making informed decisions. Limiting 

the spread of health misinformation and disinformation was the primary goal of the health informatics project. The 

project became the recipient of the ASIS&T “Chapter Innovation of the Year Award 2021”. A repertoire of online 

and offline initiatives was carried out with 9 well-researched videos for promoting health informatics. Since August 

2021, thousands of academics, librarians, teachers, parents, and students from 16 countries and regions were invited 

to be science communicators to create and disseminate accurate health information in their areas through an 

international digital story writing competition. In this paper, we will discuss the strategies of responding to the 

information crisis, including employing interventions that protect against the infodemic and mitigate its harmful 

effects, to strengthen the resilience of individuals and communities in dealing with it in an information-resilient 

society. 

KEYWORDS 
Health informatics, COVID-19 infodemic, misinformation, disinformation, ASIS&T South Asia, Health Information 

Literacy 

INTRODUCTION 
Since the outbreak of COVID-19 in December 2019, the challenge of an overabundance of misinformation, and 

disinformation about the pandemic has heightened the importance of health information literacy. Health information 

literacy deals with the “ability of individuals to obtain, process, and understand basic health information and 

services needed to make appropriate health decisions (MLA, 2011). The authors expand the scope t include health 

informatics as an important component of the current study. Tedros Adhanom Ghebreyesus, the Director-General of 

the World Health Organisation (WHO) pointed out at the 2020 Munich Security Conference that “We’re not just 

fighting an epidemic, we’re fighting an infodemic” (Editorial, The LANCET Infectious Disease, 2020). Based on 

WHO’s Public Health Research Agenda for Managing Infodemic as a reference, we seek the strategies for 

responding and deploying interventions that protect against the infodemic and mitigate its harmful effects, 

evaluating infodemic interventions, and strengthening the resilience of individuals and communities to infodemic, 

and promoting the development, adaptation, and application of tools for managing infodemic. The urgency of the 

action is especially important to the Asian countries with a population equivalent to 59.76% of the world’s total 

population (Worldometer, 2022). Core members from 5 Asian countries/economies started the “Dealing with 

COVID-19 and saving people’s lives in South Asia (SA) areas & beyond - Health Informatics Promotion Project” 

project in June 2021.  

PROJECT GOALS AND METHODOLOGY 
The Health Informatics Promotion Project was implemented under the collaborative effort of the core team members 

from Bangladesh, Hong Kong (China), India, Pakistan, and Sri Lanka. It was operated with funding from the 

Knowledge Exchange Project Fund of The University of Hong Kong and the ASIS&T Special Project Fund for the 

year 2021-2022. The major project goals included, (1). Spreading awareness about COVID-19 issues and behavior 

(2). Sharing the experience of countries with experience of dealing with similar viruses; (3). Helping to inform 

people by identifying pertinent topics to deal with COVID-19 and highlighting the importance of reliable and 

accurate information; (4). Identifying and sharing accurate and reliable information from authoritative information 

to fight misinformation and disinformation regarding COVID-19 and (5). Enhancing the accessibility of health 

information. The impact of the project was measured by collecting quantitative and qualitative data from the mixed 

methods approach. The survey covers people in rural areas and the underprivileged. Different exciting 

accomplishments have been achieved towards the goals of the Project by the team, such as the ASIS&T Chapter 

Innovation Award for the South Asia Chapter from ASIS&T after running the project for 4 months in 2021, 
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individual core members received the Letter of Recognition from the Executive Director of ASIS&T, Lydia 

Middleton, complement from participated academics, parents and students from different countries. 

Usage of YouTube for COVID Health Information Advocacy 
9 well-researched videos in five languages, including English, Bengali, Hindi, Urdu, and Sinhala, made up the total 

of 45 videos, which were ultimately uploaded to the ‘ASIS&T South Asia’ YouTube Channel 

(https://www.youtube.com/channel/UC-pt07aaW07tWg7InS2dSDg/videos). The videos’ content was prepared using 

trustworthy sources, such as WHO, the Center for Disease Control and Prevention, authoritative websites from each 

country, and research-based journal articles. 

The intervention design for actions from local to international Levels 
To disseminate the videos to people in Asia and beyond, a repertoire of online and offline initiatives was carried out 

with the videos as the intervention design for action from local to international levels for mitigating the infodemic 

from June 2021 to May 15, 2022. To disseminate the video contains a series of initiatives such as the ‘International 

Digital Story Writing Competition’, ‘Compete with Socrates’, and ‘Covid-19 Knowledge Challenge’ was planned 

and executed.  

International Digital Story Writing Competition 
Based on the experiences of holding local and Asian-wide Digital Story Writing Competition in Hong Kong 

(China), the International Digital Story Writing Competition was launched in October 2021. Under the broader 

theme, “AI, Robot and Health” of the competition, students could write fiction or nonfiction specifying the use of 

technology in handling different health issues in the pandemic. Under the narrower theme, “COVID-19: Imagine, 

Create & Share”, students could focus on one recent health issue that is affecting the entire world, including 

stopping the spread of health misinformation and disinformation. Ten free online workshops were held from Jan 1, 

2022, to Mar 5, 2002, to prepare students for the Competition. Judges from 7 countries joined the International 

Digital Story Writing Competition judges’ team. 1058 primary and secondary school students from 16 

countries/regions registered for this exciting event. Lots of positive responses and compliments from school 

educators, parents, and students were received starting from the event kick-off. In total, 63 eBook submissions were 

received from the primary and secondary school students of 9 countries/regions, including Hong Kong (China), 

India, Qatar, Pakistan, Romania, Sri Lanka, Singapore, Malaysia, and Nepal.  

Compete With Socrates 
To enhance the critical thinking skills of students in combating the COVID-19 infodemic, the questioning activity 

“Compete with Socrates” was introduced to all International Digital Story Writing registrants after the seventh 

workshop on How to Learn the Art of Creating Questions. Four Processes of Comprehension were introduced in the 

workshop: (1) Retrieving explicitly stated information; (2) Inferences; (3) Interpret and integrating information; (4) 

Examine and evaluate information (Mullis & Martin (Eds.), 2015). To join this “really difficult challenge, students 

are requested to get the “secret link” to “unlock” the folder of the 9 videos about dealing with COVID-19 and create 

one question for each Process of Comprehension. 

COVID-19 Knowledge Challenge 
To help people stay safe and deal with COVID-19 with sound knowledge and inform people of the scientific facts 

and strategies of handling pandemics and misinformation from trustworthy sources in addition to accelerating their 

healthy information literacy, messages of “COVID-19 Knowledge Challenge!” have been widely disseminated to 

people of different areas by the project team starting from February 2022. After watching each of the 9 informative 

videos on combating COVID-19 and the infodemic, participants will ask to answer 3 questions. Those who pass this 

challenge and get at least 80% correct answers will get an electronic certificate to acknowledge their excellent 

knowledge in dealing with COVID-19. 98 children and adults, including Kindergartens, submitted their answers 

after one month. 

A Series of Cross-boundary Webinars 
To disseminate accurate COVID-19 knowledge, webinars with related topics were held in India, Bangladesh, Sri 

Lanka, Nepal, and Pakistan in November 2021. Parents, schoolteachers, and librarians of different areas benefited 

from professionals’ sharing in the webinars. 

CONCLUSION 
Information resilience is a precondition to building a resilient community (Chaudhuri, 2022). In this paper, the 

strategies of responding to the information crisis, and employing interventions that protect against the infodemic and 

mitigate its harmful effects from local to international levels, were discussed to strengthen the resilience of 

individuals and communities to the infodemic for an information resilient Society. The provision of the right 

information at the right time in the right format with the right activities can facilitate individuals, including people of 

rural areas and the underprivileged, to take the right actions to protect themselves, their families, and communities 

against the COVID-19 pandemic. Right actions for handling crisis, transition, and resilience for an information-

resilient society are not limited to researchers, scientists, educators, and politicians. We’re all in this together. 

https://www.youtube.com/channel/UC-pt07aaW07tWg7InS2dSDg/videos
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ABSTRACT 
This work develops a user-centric interface for an existing blockchain-based research transparency framework. As 

researchers in different disciplines may have different research data management and reproducibility needs, we first 

conducted an exploratory study to comprehend their motivations and expectations when managing research records. 

We analyzed data from a design thinking workshop with 17 participants and conducted six interviews. We have 

three critical components in a user-centric interface design: 1) user-decided autonomy, 2) a progress dashboard, and 

3) research-team management. In the future, we would like to build an scholarly information ecosystem that fosters 

safe research lifecycle transparency with the assistance of technology. Thus, we plan to accumulate more interview 

data from different fields to improve the design of the user-centric client.  

KEYWORDS 
blockchain, research lifecycle transparency, user-centered design, open science, research management tool, 

reproducibility 

INTRODUCTION 
In 2021 UNESCO promoted that openness and transparency in scientific practice are essential for research 

advancement (UNESCO, 2021). This paper extends the study of Blockchain for Lifecycle Transparency Framework 

(hereafter: BLT or the BLT Framework), deliberated by Jeng et al. (2020), which introduced a decentralized 

framework by recording individuals’ scholarly activities and promoting scientific reproducibility. This poster 

describes the efforts on user-centric design for developing a client tool for such a decentralized framework. 

There are two fundamental design considerations in designing BLT’s client. One report stated that only 39% of 

psychological studies published in Nature are reproducible (Baker, 2015). To avoid this, reproducibility can be 

greatly enhanced by recording every detail and exception condition during the experiment. In addition, misconduct 

during the research process could also lead to QRPs, which affect the reliability of research. Our design can enhance 

the notion of research transparency and eliminate questionable research practices (QRPs) and reproducibility crisis.  

In addition, an ideal BLT client tool should take advantage of current technology, using time- and effort-saving 

methods to elevate the trustworthiness of published scientific research and reduce the cost of reproducing others’ 

work. 

Secondly, our client tool should ensure the integrity of user records. Researchers should be able to present evidence 

to demonstrate the genuineness of research by keeping meticulous documentation during the course of their 

research. Even if there are some considerations that such documentation does not disclose to the public, it can 

function when it’s necessary as a “surveillance video” of its own, demonstrating that, in general, the researcher’s 

work is original and ensuring no one else can copy or plagiarize the ideas. 

The current study conducted follow-up research based on Jeng et al. (2020): a user-centric platform was designed 

and implemented accordingly to promote the concept to the broader scientific community. During the design 

process, we interviewed, prototyped, and then iterated through a series of data gathering, to enrich the understanding 

of researchers’ daily research activities in natural science and life science disciplines, as well as the interaction 

between researchers and blockchain-based design. In brief, our research questions are as follows: 

RQ1: What are the motivations for researchers to record their research with blockchain? 

RQ2: What are researchers’ expectations of a blockchain-based research record management tool? 

METHODS 
First, we implemented content analysis to understand researchers’ needs and barriers of sharing research data, and 

designed UI accordingly. Subsequently, evaluation via additional interviews was conducted to ensure we were 

progressing toward the goal of our research and UI would be improved after receiving feedback from the 

interviewees. 
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Content analysis: a design thinking workshop 
The data from a design thinking workshop was used in the content analysis, including 17 principal investigators 

(PIs) in Taiwan in the life science field and the obstacles they experienced in research data management. Life 

science is chosen as the first field to study for the following rationales: 1) it adopted open science measures earlier 

than other fields (Tenopir et al., 2011) and 2) life science research contains complicated steps and numerous 

stakeholders, such as co-authors, clinicians, drug suppliers, etc., which highlights the importance and complexity of 

research data management. 

Interview: user study and interface evaluation 
We conducted interviews in order to better understand the users’ feelings about the overall service, as well as the 

shortcomings of the existing design and the barriers users met. As of April 2022, we have conducted six interviews 

in the fields such as biomedicine, basic science, applied science, and social science. The follow-up interviews 

covered three aspects of the interviewees’ day-to-day research practices: record keeping, storage of research records, 

and academic collaboration. Additionally, we asked questions about their academic ethics and UX of the prototype. 

PRELIMINARY FINDINGS 
In accordance with our RQs, we discovered the researchers’ rationales for keeping research records, and gained 

understanding of their practices and expected functions of a blockchain-based research record management tool.  

We found that "improving academic impact" is the greatest consideration among scholars when carrying out 

research data management-related activities. From this point of view, the motivation can be further divided into 

three sub-goals: better research output and publication, managing research results properly, and maximizing the 

benefits of data sharing. Moreover, because of the large number of students and co-researchers, it was challenging to 

establish a unified and systematic data recording standard, resulting in difficulties and complexities of utilizing data, 

data sharing and authority management. In brief, tools we have nowadays don’t meet with researchers' need of 

recording their research, and this situation sheds light on the necessity of designing a new and user-centric tool with 

blockchain. 

Therefore, that leads to our RQ2: What are researchers’ expectations of a blockchain-based research record 

management tool? Based on the data obtained, we identified three core functions of the interface, as described 

below. 

User-decided autonomy 
BLT UI’s design corresponds to our aforementioned goal of protecting researchers’ reputations by giving them a 

safe, verifiable, and immutable mechanism for recording their research data. Thus, when adding a new record to the 

system, the researcher can decide whether to send the added object to the blockchain.  

Progress dashboard 
The system’s homepage is designed as a dashboard, which presents recent projects, latest records, visualized recent 

activities, group dynamics and account balances. Researchers can shift between projects, view each one’s progress 

and make corresponding adjustments to ensure that the research is being conducted as planned. 

Research-team management 
To facilitate the complete process of publication, technology transfer, and patent application, we designed the new 

UI in the spirit of project management. Specifically, there are three user classes, Owner, Editors and Viewers, each 

with its own level of access control. To better display BLT UI, the pictures of different editions of prototype is 

presented on OSF: https://osf.io/5g2jr/ 

FUTURE RESEARCH PLAN 
The ultimate goal of this current work is to build an ecosystem that fosters secure research lifecycle transparency 

with the assistance of technology. Firstly, we plan to conduct more interviews from researchers in different fields, 

and conduct an iterative process to improve our UI design accordingly. Meanwhile, we expect to conduct more 

studies regarding user’s mental model of perceiving technical value in a blockchain-based data record platform. 

Through future studies, we can enhance the delivery efficiency of decentralized technical value, reducing their 

learning barrier, to provide better user experience for our users. Both directions of next steps are in the hopes of 

increasing the usability of the system, providing users with better research-data recording tools, improving the use of 

information-recording systems by researchers in different disciplines, and better understanding their interactions 

with the scholarly information system. Ultimately, we can provide a concrete guideline to related blockchain-based 

research management tools. 
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ABSTRACT 
This study identifies immediate impact disciplines and journals by using a new indicator, which combines the 

journal impact factor (JIF), five-year impact factor (5-year IF), and immediacy index (II). Although the numbers of 

immediate impact journals in both the natural sciences (NS) and social sciences (SS) have increased, NS disciplines 

have a higher average level of immediate impact than SS disciplines. Among 12,272 NS and SS journals indexed by 

the 2020 version of Journal Citation Reports, most (62.7%) exhibited the highest value of journal impact in 5-year 

IF and lowest value in II, followed by journals with a JIF value higher than that of 5-year IF (34.3%). Although only 

113 journals (0.9%), including SS journals, had the highest value in II and the lowest value in 5-year IF, the finding 

rejects the stereotype regarding the nonimmediate impact of SS journals. 

KEYWORDS 
Immediate impact; journal impact factor; 5-year impact factor; immediacy index.  

INTRODUCTION 
Journal Citation Reports (JCR) has long used citation-based indicators to annually measure the impact of leading 

journals in a wide range of disciplines, including both the social sciences and natural sciences. The higher the 

indicator value, the greater the journal impact. The study focused on three longest-established indicators: the 

immediacy index (II), journal impact factor (JIF), and five-year impact factor (5-year IF). JCR assigns each journal 

one or more subject categories. The categories are widely used as a proxy for disciplines (Porter & Rafols, 2009). 

For example, journals in the category of “mathematics” are defined as mathematics journals. Journals belonging to 

the same category can be ranked on the basis of II, JIF, and 5-year JIF.  

II, JIF, and 5-year IF present the average number of citations per paper. The indicators comprise two elements: the 

number of citations received by any paper in a given journal in a given period as the numerator, and the number of 

substantive papers (articles, reviews, and proceeding papers) published during the same period as the denominator. 

II is calculated by dividing the number of citations to papers published in a given year by the number of scholarly 

papers published in the same year. JIF measures the citation rate by dividing the number of citations received by 

papers published in the previous 2 years by the number of scholarly papers published in the previous 2 years; The 5-

year IF is identical to the JIF with the only difference being that it applies to a 5-year period. 

The values of JIF, 5-year IF, and II can reflect the speed of journal information dissemination and vary by discipline. 

It is common that journals’ highest impact value is found for 5-year IF, followed by JIF and II. Natural sciences 

disciplines have a higher immediate impact than social sciences disciplines, in terms of speed of information 

dissemination. For instance, newly published papers in natural sciences journals tend to obtain more citations than 

those in social sciences journals (Liang et al., 2019). However, differences in immediate impact in terms of 

information dissemination also exist among disciplines within the natural sciences and social sciences and among 

journals in same discipline. Numerous factors contribute to the number of citations received by a paper (Tahamtan et 

al., 2016). In addition, previous studies related to citation-based indicators only focused on the correlation between 

two indicators (Chang et al., 2011; Midorikawa et al., 1984; Okagbue & Teixeira da Silva, 2020; Smart & Elton, 

1982; Yue et al., 2004). The relationships among the II, JIF, and 5-year IF is neglected.  

Journal in the same discipline are assumed to exhibit similar relationships among II, JIF, and 5-year IF. Therefore, 

immediate impact journals without large 5-year IF values and low II values are considered anomalous. This present 

study proposes a new indicator, combining three target indicators to identify the immediate impact journals. 

Moreover, disciplines with immediate impact journals are identified as the immediate impact disciplines. Two main 

research questions were addressed in this study: Do disciplines in natural sciences have higher proportion of 

immediate impact journals than those in social sciences? What are the characteristics of immediate impact journals 

by discipline? 

METHODOLOGY 
Data collection 
The sample comprised journals in the 2020 and 2010 versions of the JCR database from SCIE and SSCI. Each 

journal was assigned one or more categories. In addition, the JIF, 5-year IF, and II values for each journal were 

collected.  
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Data processing 
Three figures were calculated: the II value minus the JIF value (A), the JIF value minus the 5-year IF value (B), and 

the II value minus the 5-year IF value (C). Immediate impact journals were defined as those for which at least A, B, 

or C was greater than 0. Immediate impact disciplines were those associated with at least one immediate impact 

journal. The immediate impact level (III) for each discipline was calculated by summing the proportion of journals 

with A > 0, B > 0, and C > 0. For example, if a discipline had 0.2% of journals with A > 0, 30% with B > 0, and 

0.8% with C>0, then the discipline’s III is 31.0%. 

RESULTS 
Differences and changes in immediate impact level by discipline 
Figure 1 illustrates a wide variation of III across 178 NS disciplines and 58 SS disciplines, based on the 2020 

version of JCR. The top 33 disciplines with highest III (61.7%–94.1%) are NS disciplines. The highest III owned by 

SS disciplines achieves 61.5%. Comparing analyses based on data from the 2010 and 2020 versions of JCR, it is 

found that both the NS and SS disciplines have enhanced their III. However, a larger extent of III growth is observed 

in NS disciplines. Thus, the gap in III between the NS and SS disciplines has increased. To examine the difference 

in III for each journal, I take 12,274 NS and SS journals indexed by the 2020 version of JCR as the example to be 

analyzed, to distinguish journals into six types by their III (Table 1). 

Figure 1. Immediate impact level by discipline 

Type Definition Journals % 

1 5-year IF > JIF > II 7,699 62.7 

2 JIF > 5-year IF 4,206 34.3 

3 II > JIF & II > 5-year IF 128 1.0 

4 II > JIF  > 5-year IF  113 0.9 

5 II > JIF 72 0.6 

6 JIF > 5-year IF & II > 5-year IF 56 0.5 

  Total 12,274 100.0 

             Table 1. Distribution of journals by type 

Types of journals by level of immediate impact  
Most journal titles (62.7%) relied on the passing of time to enhance their impact. The descending order of values of 

the three citation-based indicators is consistent with the assumption that 5-year IF > JIF > II. The second-largest 

group of journals featured a higher value of JIF than that of 5-year IF (34.3%), suggesting that a considerable 

proportion of journals demonstrated their citation impact in the second and third years after publication. Except for 

type 6, each journal classified in types 3, 4, and 5 had its highest value in II, rather than in JIF or 5-year IF. This 

indicates that substantial immediate impact could be observed after papers were published within one year. In 

particular, characteristics of the impact of journals in type 4 were the opposite of type 1 journals. Type 4 includes SS 

journals on topics such as history and political science. This indicates that immediate impact journals are not limited 

to NS journals. 

CONCLUSION 
This study confirmed that some NS and SS disciplines and journals have unique characteristics in terms of 

immediate impact level, measured by the combination of JIF, 5-year IF, and II. Journals with higher immediate 

impact demonstrated their primary impact in less than one year after the relevant papers were published. The results 

rejected the stereotype that SS journals have a nonimmediate impact. In addition, higher immediate impact journals 

did not benefit from their values of JIF and 5-year IF, which are used for ranking journals in corresponding 

disciplines. Therefore, disciplines and journals with an increasing trend in their level of immediate impact are worth 

monitoring, given that their characteristics have been changing. This tracking can be effectively implemented by 

using the immediate impact indicator. 
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ABSTRACT 
Geography is one of the defining factors in scientific collaboration. Despite the voluminous evidence for how 

geographical proximity shapes the formation of collaboration in research articles, it has been rarely examined in the 

emerging genre of data papers, one that describes research data and has enjoyed growing attention in the data-driven 

paradigm of research. This poster presents preliminary findings from our project that aims to evaluate the 

geographical dynamics behind the production of data papers. We analyze how researchers from different countries 

collaborate with one another using 6,821 data papers published in Scientific Data and Data in Brief between 2014 

and 2020. We found that data papers rely heavily upon domestic collaboration and the collaboration pattern largely 

mirrors that of research articles, although some distinctiveness was also observed. We discuss future work in 

conclusion, with the ultimate goal of opening a more meaningful conversation about the relationship between the 

data-driven paradigm and knowledge production. 

KEYWORDS 
data papers; geography; scientific collaboration 

INTRODUCTION 
The famous quote from Louis Pasteur that “science knows no country” illustrates the universalism of the scientific 

system. However, it is also obvious that “science takes place” (Olechnicka, Ploszaj & Celińska-Janowicz, 2018; p. 

4). While empirical studies have shown that geographical proximity is positively related to the formation of 

collaboration networks (Hoekman, Frenken & van Oort, 2009; Pan, Kaski & Fortunato, 2012), cultural/linguistic 

affinity as well as historical and socio-economic factors are also important determinants in international 

collaboration (Zitt, Bassecoulard & Okubo, 2000). 

As an emerging scientific genre that describes research data objects, data papers introduce a novel mode of 

knowledge production and presentation under the data-driven paradigm of research (Li & Jiao, 2022). However, we 

are yet to know whether there are distinct geographical dynamics in the production of data papers (as compared to 

research articles) in terms of collaboration pattern and correspondence between authors’ physical locations and their 

subjects of study. In this poster, we report preliminary findings on the geography of collaboration among data paper 

authors, as the first step towards a more thorough understanding of the impact of the data-driven paradigm on 

knowledge production. 

DATA AND METHODS 
In this study, we collected 504 data papers published in Scientific Data and 6,332 in Data in Brief from Scopus on 

November 15, 2020. The two journals were selected as the two leading exclusively data journals (Kim, 2020; 

Walters, 2020). We extracted country names from authors’ affiliations, using the countrycode R package (Arel-

Bundock, Enevoldsen & Yetman, 2018) to examine the collaboration pattern at the country level. After excluding 

papers with no identifiable country-level information on authors’ affiliations, the final sample consisted of 6,821 

data papers for the present analysis. 

We distinguished between single-author, domestic collaboration, as well as leading versus supporting author(s) in 

international collaboration based on the number of authors, number of countries, and order of countries in authors’ 

affiliation information per paper. To facilitate discussion, we adopted the S&T Capacity Index developed by 

Wagner, Brahmakulam, Jackson, Wong and Yoda (2001) that classifies 150 countries/territories into four groups: 

scientifically advanced countries (SAC), scientifically proficient countries (SPC), scientifically developing countries 

(SDC), and scientifically lagging countries (SLC). Our sample comprises 146 countries/territories, including 22 

SAC, 23 SPC, 20 SDC, and 61 SLC. 

PRELIMINARY FINDINGS 
Over two thirds of the data papers (67.7%) in our sample result from domestic collaboration (i.e., co-authors in the 

same country), 28.6% international collaboration, and 3.7% single-author papers. The most productive country is the 

United States (n=1,330), which authored papers more than twice as much as China (n=612), the second most 

productive country. Figure 1A shows the top 20 most productive countries and their collaboration profiles. While 

just over half of them are SAC, it is notable the remaining half is composed of not only SPC (China, India, Spain, 
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Brazil, and South Africa) but also SDC (Iran and Colombia) and SLC (Nigeria and Malaysia). Moreover, there 

seems to be a trade-off between % of domestic collaboration and % supporting authorship in international 

collaboration, as the top five countries in the latter are also the bottom five in the former. If we consider only the 

number of leading and supporting authorship in international collaboration, it appears that SAC and SPC are more 

likely to be in supporting roles, while countries with more leading than supporting authorship tend to be SDC and 

SLC (Figure 1B). As both figures show, however, there are considerable within-group variations, indicating there 

are complex factors that weigh in on collaboration dynamics. 

A further examination of the collaboration pattern by S&T capacity in leading and supporting authorship roles 

reveals that SAC are the most popular collaborating partners for countries across all four groupings, especially 

among SPCs––nearly 70% of the SPC-led papers have co-authors in SAC. While researchers tend to collaborate 

with their counterparts in countries with higher S&T capacities, a significant share (26%) of collaboration between 

SLCs is also present (Figure 1C). In fact, SAC and SLC are both groups with relatively high proportions of within-

group collaboration. Although numerous studies have noted the frequent collaboration between SACs (Gazni, 

Sugimoto & Didegah, 2012; Wagner et al., 2001), the collaboration between SLCs is less well documented, let alone 

in data papers. Given that the majority of SLCs are in the Global South, which is shown to have comparative 

advantages in disciplines related to natural resources and infectious diseases (Miao et al., 2022), it would be 

interesting to investigate how the observed collaboration patterns in data papers vary by discipline. 

 

Figure 1. (A) Collaboration profile among top 20 most productive countries. (B) First- vs. supporting-author 

papers among countries with at least 19 papers (median). (C) Collaboration pattern by S&T capacity. Note: 

(1) Qatar is manually assigned to SLC. (2) The gray lines represent diagonals with intercept=0 and slope=1. 

CONCLUSION 
In this poster, we present preliminary findings from our project that aim to investigate the geographical dynamics in 

the production of data papers. Early evidence suggests that the overall collaboration pattern resembles that of the 

general scientific research, especially the predominance of domestic collaboration and the high concentration of 

collaboration not only between SACs but also between other less developed countries and SACs. However, we also 

found a relatively high proportion of within-group collaboration among SLCs, which warrants further investigation 

into possible cross-discipline variation. 

Based on these results, there are three possible directions to be taken in future research. First, we will examine the 

geographic proximity between authors’ affiliations and their subject of study to better understand whether such 

proximity plays a role in the division of labor in collaboration. Second, we will take discipline into consideration to 

illustrate the more granular co-authorship patterns in data papers. Third, we will compare the collaboration patterns 

of data papers with those of research articles more systematically to get a better idea of the distinct characteristics of 

data papers as a new academic genre. 
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ABSTRACT 
Highly engaged online communities can be characterized in terms of level of user activity and the valence of those 

activities. Positively-valenced communities engage in co-construction through supportive, uplifting interactions, 

while negatively-valenced communities engage in co-destruction through shared animosity towards outside 

individuals and groups. Both types of engagement offer prosocial benefits to community members, but this benefit is 

achieved through antisocial means in co-destructive communities. This study examines the features of one 

positively-valenced and one negatively-valenced subreddit community to determine if the same engagement factors 

drive participation in each, and whether these factors may be influenced to promote positive, rather than negative 

engagement. 

KEYWORDS 
Social media; online communities; prosocial and antisocial behavior; reddit 

INTRODUCTION 
There are a number of ways by which the success of online communities has been defined. Among the most 

frequently cited of these measures is the level of participation by individuals within the group (Arguello et al., 2006; 

Cunha et al., 2019; Malinen, 2015). Forms of participation may include asking questions and sharing information, 

chatting with or messaging other community members, or posting content (Oh et al., 2014). For individuals, 

participation influences their perceptions of reciprocity and belonging, which helps newcomers integrate into and 

become engaged within the community (Casaló et al., 2013). In turn, a greater sense of community may encourage 

people to more actively engage in supportive interactions in those communities, which is associated with greater life 

satisfaction and subjective well-being (Oh et al., 2014). We can broadly describe such supportive communities as 

prosocial, in that individuals act in ways that benefit other members and the community as a whole (Dovidio et al., 

2006). Many such communities are formed as spaces where people can share and discuss common interests, such as 

hobbies, ethnicity or culture, or political ideology. However, while highly engaged communities may be successful 

in terms of creating and maintaining a cohesive sense of shared identity and reciprocation, they do not always act in 

ways that are prosocial towards people outside of those communities. One example is the notoriously antisocial 

4chan, which has historically been a prolific and influential online community with a strong group identity, but 

where much of the community participation and content is intentionally offensive or hateful (Bernstein et al., 2011).  

The prosocial and antisocial styles of online community participation can be conceptualized through the typology of 

social media engagement behaviors proposed by Dolan et al. (2015), which describes engagement along two axes: 

activity and valence. Under this model, high-engagement behaviors can either be considered co-creation, where 

users collaborate in positive content creation and sharing, or co-destruction, where content creation and sharing still 

occur, but take antagonistic forms (Dolan et al., 2015). Viewed through this lens, even antisocial communities can 

be considered “successful” insomuch as they exhibit high levels of engagement, shared sense of identity, and 

reciprocation between members. For example, a study of individuals involved in misogynistic and anti-feminist 

involuntarily celibate (Incel) groups online found that many “entered the Incel community seeking support, 

belonging, and above all, friendships and relationships” (Regehr, 2022, p. 148). Although clearly negatively-

valenced, these Incel communities nonetheless offered “a supportive environment for lonely individuals” (Regehr, 

2022, p. 152). Both co-creative and co-destructive communities seem to provide supports and benefits to their 

members, but co-destructive communities do so at the expense of others outside the community. 

RESEARCH OBJECTIVE 
Thus far, studies of highly-engaged online communities have tended to focus on either positively-valenced or 

negatively-valenced groups, exclusively. There has yet to be substantial work investigating how these positive and 
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negative groups compare to each other. Do the same engagement factors drive participation in co-creative and co-

destructive communities? Do these factors influence whether a community tends toward co-creation or co-

destruction? Could these factors be used to encourage more positively-valenced engagement, rather than negative? 

Are there other latent factors that may impact user participation? 

This exploratory work-in-progress will provide a descriptive analysis of two active, oppositely-valenced reddit 

communities: r/MadeMeSmile and r/KotakuInAction. The r/MadeMeSmile subreddit self-describes as “a place to 

share things that made you smile or brightened up your day” (n.d.) and explicitly calls upon users to post “uplifting” 

content. By contrast, r/KotakuInAction is the self-described “main hub for GamerGate on Reddit” (n.d.) and has 

been characterized as a haven for misogynistic internet trolls (Jhaver et al., 2018). Using r/MadeMeSmile as an 

example of a co-creative community and r/KotakuInAction as co-destructive, this study will examine 1) 

participation patterns, 2) types and frequencies of content posts, user comments, and other interactions between 

members, and 3) demographics. Preliminary analysis of one week of subreddit comments collected from June 5-11, 

2022, via Communalytic is shown below (Table 1). 

 Negative Sentiment* Neutral Sentiment* Positive Sentiment* Toxicity† 

r/MadeMeSmile     

r/KotakuInAction 41.5% 16.2% 42.3% 0.25 

Table 1. Sentiment and toxicity analysis of r/MadeMeSmile and r/KotakuInAction 
*Based on VADER sentiment analysis: https://pypi.org/project/vaderSentiment  

†Perspective API toxicity analysis: https://www.perspectiveapi.com  

CONCLUSION 
Positive interpersonal interactions on social networking sites have been associated with greater happiness and life 

satisfaction (Zell & Moeller, 2018), but in co-destructive communities, this prosocial benefit is sometimes achieved 

through antisocial means. This study examines the features of one positively-valenced and one negatively-valenced 

subreddit community in order to determine the engagement factors that drive participation in each and whether these 

factors influence the community’s engagement valence. Recognizing that the affordances of social networking sites 
play a role in incentivizing and disincentivizing different types of user behaviours (Kelly et al., 2022), we hope that 

insights gained from this study could be used to design online spaces which promote more positive user 

engagement. 
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ABSTRACT 
A national census enables a government to comprehend its population. Questions concerning race and ethnicity are 

often included in census forms. We examined the racial category options provided in 35 countries’ historical census 

forms over multiple decadal censuses. Analysis of these metadata options can help in understanding the way that 

official measures of race are socially constructed and reconstructed over place and time according to changing 

circumstances.  

KEYWORDS 
Race, ethnicity, racism, census metadata, self-identification 

BACKGROUND 
Census forms typically serve as a demographic gold standard, allowing government agencies to understand and plan 

for the evolving needs of their population. In accordance with the United Nations census creation suggestions, 

different countries’ census forms typically include questions about age, gender, occupation, education, etc. (United 

Nations, 2017). Racial and ethnicity-related questions are also included. The way the census is filled out has 

evolved, often associated with rising literacy levels in a country. Increasingly respondents fill out the form 

themselves, instead of the form being filled out for them. A consequence is that with respect to questions about race 

& ethnicity, respondents are now enabled (or required) to define themselves in census forms instead of census takers 

identifying respondents based on their physical appearance (Saperstein & Penner, 2014).  

Such an opportunity for self-identification can be empowering, but issues of metadata and interface design can have 

an impact. What are the options that you are given to choose from for the purpose of self-identification? How do the 

design of the form and the language used to describe the category options align with how you see yourself, how 

other people see you, how the government sees you, and how you see others seeing you? Inspired by Bowker & 
Star’s (2000) work on the issues around definitions of racial classification and the associated metadata, we are 

investigating this issue in the census metadata of multiple countries. 

METHOD 
As an exploratory research approach, we collected demographic census metadata from the following countries: 

Australia, Austria, Bangladesh, Belgium, Brazil, Canada, China, Cyprus, Egypt, Fiji, France, Ghana, Guyana, India, 

Indonesia, Ireland, Israel, Italy, Jamaica, Kenya, Malaysia, Malta, Mexico, Netherlands, New Zealand, Nigeria, 

Pakistan, Philippines, Singapore, South Africa, Sri Lanka, Sweden, Switzerland, Trinidad & Tobago, and the USA. 

Countries were selected as a convenience sample, with a bias towards those where information was available in 

English. The metadata was obtained from: the countries’ government websites. We retrieved the race and ethnicity-

related questions and their options, tracing them back to the earliest decadal census forms that were available on the 

website. This allowed us to make comparisons of changes in racial categories both within a given country over time, 

and the similarities and differences between selected countries. We paid particular attention to the degree of 

granularity and when and whether people are permitted to use multi-racial combinations in the census forms.  

PRELIMINARY FINDINGS 
Racial categories are continually changing 
Unsurprisingly, each country has its own interpretations of the meaning of ‘race’ and ‘ethnicity’, and different 

approaches when designing the related questions. Those racial categories and questions vary in response to each 

country’s political currents, public attitudes, and social constructions, especially variations in patterns of 

immigration. 27 out of 35 selected countries do not use the term ‘race’. This may be for a range of reasons including 

(particularly for European countries) the term’s negative associations with Nazi racial laws. Instead, questions of 

ethnic group, nationality, ancestry, country of origins, and even the language frequently spoken at home are used. 

This can result in permitted values from different conceptual categories being jumbled together into a single fusion 

category whose precise definition may be unsaid or unsayable. Other countries (e.g. the USA) have race and 

ethnicity as two distinct categories and respondents have to provide a value for each. Even providing definitions of 

certain values can be politically and socially fraught. Moreover, we found that within countries, classificatory 

metadata change was the norm; the category options evolving from one decade’s census to the next. The options and 

terminology available in the metadata (Kilty & Videl de Haymes, 2004) and the wording of questions (Kirnan et al., 

2001) are debated and change over time (Thompson, 2020). As we know from social science methodology, the 
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design of a form and the exact phrasing of questions can affect the results that are obtained; an issue that applies not 

just to research but to the design of government forms. Providing many options embraces a richer diversity of 

identities but can also make the form more complex, harder to read, and more daunting to answer. The provision of a 

value of “Other” can be perceived as a kind acknowledgement of diversity, or rather offensive—a literal ‘othering’. 

Allowing people to write in their own self-identification increases freedom but complexifies quantification. 

Considered as an interface design issue, census forms necessarily have to deal with multiple design trade-offs: legal, 

political, and social. 

Identity options are evolving: both fragmenting and merging 
In the interests of subsequent statistical analysis, permitted responses are often constrained to one of a few options. 

Such analytic tidiness may be convenient for bureaucratic purposes but may not fit well with human diversity. 

Especially with rising levels of immigration and evolving self-identity, there may be a need to provide more options. 

Requests from certain minorities may lead to recognition of distinct identities separate from broader categorizations. 

Furthermore, there may be increasing pressure to permit people to express more than one identity—even if that 

causes problems with counting and classifying people into tidy boxes. For example, it is only since 2000 that people 

in the USA have been permitted to say that they have more than one race.  

CONCLUSION 
Organizations of all sizes, including countries, may collect data on race and ethnicity for a range of purposes, both 

benign and malign. It is now well established by contemporary social scientists that race is a social construct, but 

one that can have a significant impact on how people are treated by others, are treated by society and how they see 

themselves. It can be easy to say and to agree that “race is a social construct”, but actually seeing race being socially 

constructed differently in different places (Fiola, 2004; Reddy, 2016) and at different times makes the idea of social 

construction much more salient. Accurate data can be helpful in recognizing and then addressing concerns of racist 

social inequality (Kelly, 2020) and health (Scott & Unger, 2018), but that requires the data to reflect the reality of 

how people see themselves—And how others see them. When data about race is collected by governments on 

official forms, it can be seen as being more ‘official’, or even definitive. So when a census does not allow people to 

select more than one race, it can be interpreted as meaning that people of more than one race do not exist, or do not 

matter, or that they must be seen as only having one race. And when that rule changes in the next census, what has 

changed? Our data or our reality? Realizing that people can be categorized differently by different countries can help 

in providing a different perspective of how metadata embodied in bureaucratic forms about race and ethnicity can be 

at any one place and time overly rigid, while also revealing perhaps surprising fluidity (Saperstein & Penner, 2014) 

between places and times. The implications of this study establish a foundation for future research and investigation 

into the variability and potential unreliability that might occur in demographic reporting and the choosing of 

categories. 
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ABSTRACT 
Selecting multicultural books for children is very important because multicultural literature helps children 

understand the issues of cultural diversity and gender biases. This study is a part of a larger research project that 

aims to build a culture-rich environment in organizing and selecting books for children. In this study, we investigate 

whether the sentiments in online reviews of children’s multicultural literature would represent readers’ opinions on 

the books and whether readers’ positive, negative, or neutral attitudes would be directly associated with the overall 

ratings of books. The preliminary results show that the review rating scores did not accurately indicate readers’ 

minds in discussing books. This study has an implication of increasing awareness of the ethnic or racial minority 

themes in children’s literature by uncovering readers’ minds in discussing children’s multicultural books.  

KEYWORDS 
Online reviews; social media; social networking; text analysis; children’s books 

INTRODUCTION 
The American Library Association’s statement on Equity, Diversity, Inclusion states the embodiment of equitable 

and inclusive access to all the materials regardless of origin, background, or views (American Library Association, 

2017). It is also addressed that all members should be able to see themselves reflected in the collections and 

resources provided by libraries. Multicultural literature helps children see their own culture and better understand 

issues on diversity and inclusiveness by making themselves open to other cultures (Adam, 2021; Colby & Lyon, 

2004). Therefore, all children must see themselves reflected in multicultural collections developed by librarians. 

Librarians have used authoritative sources to guide book-selection decisions. Examples of the authoritative sources 

include book reviews that librarians have been long used for building library collections (Jenkins, 1996; Jenkins, 

1999). Although the number of printed book reviews has been reduced, online book reviews have been increased 

(Hartley, 2018). The usefulness of online book reviews was discussed regarding their roles in forming a new type of 

book culture (Driscoll & Sedo, 2019). This study is a part of a larger research project that aims to build a culture-

rich environment in organizing and selecting books for children. Selecting multicultural books for children is very 

important because multicultural literature helps children understand the issues of cultural diversity and gender 

biases. In this study, we investigate whether the sentiments in online reviews of children’s multicultural literature 

would represent readers’ opinions on the books and whether the overall rating scores of books would serve as an 

indicator of readers’ minds in discussing multicultural books for children. This study, therefore, addresses the 

following research question: Q. Do the sentiment values of readers’ reviews on children’s multicultural books 

correspond to readers’ overall rating scores of the books? 

METHODOLOGY  
This study investigates the polarity of online reviews with neutral, positive, or negative sentiment books selected for 

ALA Youth Media Honors and Awards for multicultural literature (Pura Belpré, Coretta Scott King, Schneider, and 

Stonewall). The study selected 27 books published between 2015 and 2019 and collected 2,640 reader reviews of the 

books on Goodreads. This study conducted sentiment analysis to examine the relationship between the overall rating 

of a book and the sentiment value of the book. Sentiment analysis, known as opinion mining and subjectivity 

analysis, analyzes people’s opinions and attitudes from written reviews to rate products or services (Liu, 2010). 

Sentiment analysis identifies the emotional content or opinions in texts and determines their polarities (Huang, Yen, 

& Zhang, 2008). This project used the Natural Language Toolkit (NLTK) (www.nltk.org) for analyzing sentiments 

to analyze subjectivity and polarity (i.e., neutral, positive, or negative sentiment) of book reviews.  

RESULTS AND DISCUSSION 
The preliminary results of this study showed that the sentiment values of reviews on books did not necessarily result 

in corresponding reader rating scores for books (Figure 1). Figure 1 depicts a stacked bar chart showing sentiment 

values by book with color segments. The red part indicates negative sentiments, while the green and blue represent 

neutral and positive sentiments. Figure 1 also shows the rating scores for each book by marking them as black dots, 

which demonstrates that high rating scores of each book by marking them as black dots, which demonstrates that 

high rating scores of books do not always match the positive sentiments of the books. Despite high average ratings 

of some books, a majority of reader reviews were not found to have positive sentiment polarity. Coretta Scott King 

Award Winner, “March: Book Three” was found to have only 42% positive sentiment polarity in reviews (Figure 2) 
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even though the average rating of the book is high (4.14 out of 5) (Figure 1). The book titled “Step up to the plate, 

Maria Singh,” the winner of an Asian/Pacific American Libraries Association Award, realistically depicts a family 

that merges two cultures, Mexican and Indian, as the family confronts prejudice and discrimination in the 1940s. 

79% of Goodreads reviews were found to have neutral sentiment polarity (Figure 2), with an average reader rating 

of 3.82/5.0. The Stonewall Book Award winner, George, is a story about a young transgender girl, and the overall 

ratings of reviews regarding this book had an average reader rating of 4.05/5.0. However, 16% of Goodreads 

reviews were found to have negative sentiment polarity (which is higher than found in the other two books). In 

comparison, 64% of reviews were found to have positive sentiment polarity (also higher than two other books) 

(Figure 2).  

 

Figure 1. Ratings vs. Sentiment values (Neutral, Positive, and Negative sentiment) 

 

Figure 2. Neutral, Positive, and Negative Sentiment Values about Three Book Titles 

CONCLUSION 
This study analyzed the sentiment values of reviews on children’s multicultural books to investigate whether the 

review rating scores would indicate readers’ minds in discussing multicultural books for children. This study 

discovered that the review rating scores did not represent the accurate indicators of readers’ minds in discussing 

books. Despite high average ratings of some books, a majority of reader reviews were not found to have positive 

sentiment polarity. For the determination of whether there is a statistical association between sentiment values and 

the Goodreads reader book rating scores, this study will perform a correlation analysis. Furthermore, this study will 

conduct content analysis to investigate whether sentiments include significant factors which would affect the 

selection of multicultural books for children. This study has an implication of increasing awareness of the ethnic or 

racial minority themes in children’s literature by uncovering readers’ minds in discussing children’s multicultural 

books.  
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ABSTRACT  
This study investigates the utility of open-source data analytics, reporting, and integration tools for mapping 

knowledge organization systems (KOS) dedicated to COVID-19. Using various natural language processing and 

machine learning methods, a workflow was created with the KNIME Analytics Platform for term mapping and 

document annotation tasks using string-based, sense-based, and rule-based algorithmic methods. Results suggest 

strong support for mapping vocabularies within similar domains and appropriate tagging of unstructured data with 

concepts from an integrated dictionary created from mapped terms. This study demonstrates the use of a shareable, 

easily adaptable workflow for KOS mapping and annotating documents focused on COVID-19 research. These 

mapped terms were then used for annotation of clinical trials. The results suggest that researchers could select and 

align vocabularies of interest and then use the results to annotate documents of interest.   

KEYWORDS 
Ontologies, mapping, document annotation, COVID-19, natural language processing, machine learning  

INTRODUCTION  
The number of terms needed to describe health-related concepts is estimated to be about 45 million (ISO, 2018). 

These terms are represented in clinical coding schemes, a crucial element of the infrastructure needed for enabling 

the proper functioning of healthcare systems, facilitating data-driven research discoveries (Schriml et al., 2020), 

achieving meaningful and accurate exchange and use of information, enriching knowledge, and facilitating 

improved information analysis (Arvanitis, 2014; Zeng et al., 2020). Sharing and assessing accurate and detailed 

clinical data is a critical challenge in dealing with the pandemic. In response, new terms have been added to coding 

schemes, and new specialized vocabularies and ontologies have been created. A critical principle of ontologies is the 

idea of reuse, which can mean either adapting concepts from another ontology or merging different ontologies into a 

unified whole. Vocabularies such as the Coronavirus Infectious Disease Ontology (CIDO), COVOC Coronavirus 

Vocabulary (COVOC), and COVID-19 Ontology (COVID-19) have either not yet been mapped to each other or 

have limited mappings to other coding schemes. Mapping is critical since these vocabularies contain concepts 

crucial for understanding COVID-19 and can provide clinical insights through annotating the thousands of clinical 

trial documentation containing unstructured elements. Semantic annotation of unstructured data with terminologies 

and ontologies requires a "common, uniform and comprehensive approach" to clinical knowledge representation, 

thus enhancing discovery, interpretation, and reuse (Tchechmedjiev et al., 2018; de Quiros et al., 2018). However, 

those currently used for this task are not optimized to tag COVID-19-specific terms. Aggregating specialized terms 

for annotation of clinical trials will support continued research discoveries. Currently, mapping and annotation 

require specialized knowledge, manual effort, or complex programming skill, leaving room to explore whether 

alternate methods might be useful. Therefore, the research addressed the following questions, 1) How can an Extract 

Transform Load (ETL) workflow tool support the clinical coding scheme mapping task? and 2) How does the 

mapping output of the novel workflow support and affect annotation of clinical trials in COVID-19 research? 

METHODS 
The KNIME Analytics Platform was used to create a workflow that leveraged NLP and machine learning techniques 

to map terms and annotate clinical trial data. Three ontologies with a combined total of 10691 terms were selected 

and mapped to each other using string-based matching algorithms that have demonstrated efficiency for locating 

occurrences of terms and specific patterns of text and matching and clustering entity names (Aho & Corasick, 1975; 

Cohen et al., 2003; Monge & Elkan, 1997); sense-based algorithms that function by making matches based on 

relations (Giunchiglia et al., 2004); and rule-based methods that determine the semantic type of matches. These were 

implemented in KNIME, as shown in Figure 1. Mappings between RDFS, OWL, and SKOS ontological classes, 

properties, concepts from concept schemes, or transitive super properties were identified. The integrated set of 

concepts was used to create a dictionary for the NLP pipeline to annotate 575 clinical trials on COVID-19 from 

www.clinicaltrials.gov. Precision, recall, and F-measure was calculated against a gold standard set of terms. The 

gold standard comprises existing mapped terms from BioPortal based on matching URIs and UMLS unique concept 

identifiers or generated with the NCBO lexical mapping (LOOM) algorithm. These existing mappings between the 

three tested vocabularies were extracted and used to compare and evaluate the mapping accuracy of the workflow 

output. Additionally, the Logical Observation Identifiers Names and Codes (LOINC) terminology was used as a 

control to test the mapping results. 
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Figure 1. A flowchart illustrating implemented processes in workflow segments 

RESULTS 
The lexical matchers identified 602 of the 666 mappings shown in Figure 2A for CIDO/COVID19 ontology and 

identified an additional 294 matches that were not present in the Gold Standard set of terms. Between CIDO and 

LOINC, the matcher identified 747 mappings of those 426 were correctly identified when compared with the gold 

standard mapping. There were an additional 252 matches found that should have been present in the Gold Standard 

but were not. Finally, between the COVID-19 ontology and LOINC, the matcher identified 398 mappings. There 

were 248 correctly identified terms from that set; however, there were 145 mappings found that are not in the Gold 

Standard. Performance scores are reported in Figure 2B. Precision is high in most cases, even though recall is low in 

the tests with LOINC. This can occur when there is a class imbalance between the datasets. 

Additionally, this may be because additional data transformation is needed. Accuracy results for the semantic 

similarity matcher, which uses cosine similarity (see Figure 2C), are moderate and calculated as correct mappings 

divided by found mappings. Only accuracy is reported since results suggest more heuristic rule-based methods 

would need to be included in the workflow to identify mappings with lower scores that are related but not the same. 

Within KNIME, the StanfordNLP NE scorer node was leveraged to validate the clinical trial annotation workflow, 

achieving 99% precision and 99% recall, as shown in Figure 2D, indicating that the annotation workflow identifies 

more relevant results than irrelevant results and that most of the dictionary terms are identified.  
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Figure 2. A) Mappings used for validation. B) Performance Measures from Lexical Matchers. C) Semantic 

Similarity Mappings Accuracy Scores. D) NLP Model Scorer Results. 

CONCLUSION 
This study demonstrates the utility of performing mapping and annotation tasks with Open-Source Data Analytics 

ETL tools requiring less cognitive load and reduced complexity and facilitating easy loading and analysis of 

datasets, data cleaning and transformation, reductions in operating, product, personnel, and project-related costs, and 

insights into community-based development, that anyone, expert and non-expert alike, can use. Additionally, it 

supports assessing and improving data quality through specific Functional, Impactful, and Transformable Metrics 

for vocabulary transformation through mapping (Zeng & Clunis, 2020). Moreover, the mapping output directly 

innovatively supports the semantic enrichment of words by providing a list of tailored terms that can be used to train 

the annotation model to identify the desired entity types within the unstructured text. The workflow can easily refine 

results, connect annotation to mapping tasks, and can easily be extended to domains beyond those tested in this 

study. The annotation workflow output demonstrated that the use of vocabulary terms enriched within the workflow 

with mappings from COVID-19-specific vocabularies offers the ability to provide rich indexing of clinical data for 

researchers to use or for downstream use in applications. Future development should include methods that use 

external knowledge bases or unsupervised representation learning. Another direction to explore is building rules to 

automatically determine narrower and broader matches and refine the annotation workflow.  
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ABSTRACT 
Screen media modeling and mentoring is an important factor of family media practices and for tech readiness of 

digital youth. The authors conducted a qualitative study to examine the media practices within families with children 

ages 5-11. Semi structured interviews with 51 parents revealed that parents and other significant people, such as 

grandparents, siblings, friends, and community members, mentor or model media practices with children but 

practices vary between families and within contexts. Further, there are direct and sustained impacts on children’s 

screen media behaviors when parents actively participate in mentoring or modeling of screen media with their 

children. Findings also shed light on other influencing factors of screen media engagement, such as modeling styles, 

parent’s prior experience and comfort with technology, personal backgrounds, and concerns about their own use of 

screen media. Findings are useful as information professionals engage with children when navigating the post-Covid 

digital landscape.  

KEYWORDS 
screen media, media advocacy, children’s media use, tech-readiness, post Covid-19, navigating digital landscape, 

medial modeling, media mentoring 

INTRODUCTION 
The continued technological innovations have resulted in the proliferation of devices that have been integrated into 

our everyday lives whether at school, work, or home environments. Despite the benefits in the integration of screen 

media in different aspects of our lives, screen media poses dilemmas that do not have simple solutions. Not only is 

there a question on the time spent using screen media (AAP, 2016), there are concerns about the social impact 

among children through the exposure to inappropriate content (including violence and language), overstimulating a 

child, a child losing their creativity (Wartella and Jennings, 2000), cyberbullying, online privacy, and issues around 

tech readiness. Additionally, the onset of the Covid-19 pandemic has put an increased burden on parents as 

gatekeepers of what media their children were consuming, thus having a greater influence on their children’s screen 

media use. Studies have demonstrated that parents play a vital role in modelling healthy behaviors as well as 

influencing child engagement in active play and other screen time activities (Schoeppe, et al., 2016; Trost & 

Loprinzi 2011). These findings indicate that active parent participation in the lives of children can yield positive 

results. The research reported in this paper sought to provide a more nuanced understanding of family media 

practices, decision-making around digital media use in individual families, and other important factors around 

children’s screen media activities.  

LITERATURE REVIEW 
According to Haines, Campbell, & Donohue (2016), media mentorship involves “supporting the literacy, 

information and media needs of children, teens and their families.” (p. 4). Studies conducted found that many 

parents report using media technology with their children but this “joint media engagement” decreases in children 

ages six or older (Connell, Lauricella & Wartella 2015; Takeuchi and Stevens, 2011). There is also the question of 

how media modeling and mentoring affects “tech readiness” of our digital youth. This “technology-readiness 

construct refers to people's propensity to embrace and use new technologies for accomplishing goals in home life 

and at work.” (Parasuraman, 2000, p. 308). Heitner (2016) addresses the need for parents to act more as active 

mentors who instead of monitoring a child’s every move, act as guides helping children make good decisions and 

foster their creativity. Heitner argues that with the aid of parents who help and mentor children to navigate the 

challenges, technology has amazing potential to empower both parents and children to traverse this new realm 

(2016). Another influencing factor to modeling and mentoring are parenting styles. Factors studied by Clark (2013) 

when discussing parenting styles are socioeconomics, interpersonal family relationships, ethical considerations, 

individual expectations, and cultural implications which all factor into these “styles” and how they are mediated 

with technology and modeling (p. 133-185). Also, while parents, teachers and librarians have been widely 

recognized as media mentors, there are other people beyond the home and school who have the necessary 

knowledge and skills to guide children’s screen media use. Family members such as older siblings, cousins, and 

grandparents and children’s friends provide mentoring or modeling of screen media use (Amaro, et al., 2016; 

Ballagas, et al., 2013). Online communities in which children participate may also be an influencing factor on 

children and may model norms or behaviors within the online community (Spencer, 2014).  
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RESEARCH DESIGN 
This research project (Navigating Screens) sought to provide a fuller understanding of family media practices and 

decision-making around digital media use in individual families, targeting parents of children ages 5-11. This age 

range was chosen because it is when children are expected to be using technologies for learning as well as for 

entertainment and when they are developing more independence in online environments. This paper focuses on the 

preliminary research findings from the parent interviews in relation to parents’ perceptions of their modeling and 

mentorship practices and those of other individuals in the family’s community circle. Four research questions guided 

this portion of the research:  

1. What are common screen media practices in households with children ages 5-11? 

2. When or how are children’s screen media practices guided by parental modeling and mentoring? 

3. What are other resources and influencing factors guiding modeling and mentoring of children’s screen media 

use? 

4. What are justifications and concerns around modeling and mentoring regarding children’s screen media use 

(for tech readiness)?  

Sampling and Data Analysis 
Semi structured interviews with 51 parents, representative of populations from the Midwest, Eastern, and Central 

states in the United States were conducted. Parents were recruited in public libraries, other community events, and 

using snowball sampling. The sample included 39 females and 12 males from 45 urban and 6 rural families from a 

range of ethnicities and socio-economic status. Inductive thematic analysis was used for data analysis as “a method 

for identifying, analyzing, and reporting patterns (themes) within data,” (Braun and Clarke, 2006). The code 

development process involved multiple iterative readings of the data and revisions to the codes. The interview 

transcripts were uploaded into Dedoose and then coded, reviewed, and recoded by the researchers. This paper 

focuses on Code # 7, Modeling and Mentorship and subcodes: a) Tension around parents’ own mentoring and 

modeling practices; b) Modeling context (e.g., who models, devices modeled, activity modeled, and c) Reasons for / 

for not modeling). The authors conducted further analysis by relating the themes of each excerpt to the models of 

mentoring and modeling as identified in the research literature. Several subthemes were identified: 1) Active 

participation in modeling/mentoring; 2) Influencing factors such as modeling styles, roles, or responsibilities (e.g., to 

teach life lessons or modeling to check content), and technology use background or comfort of parent(s); 3) 

Mentoring/modeling by people other than parents; 4) Parental concerns when modeling/mentoring; and 5) Control 

measures that aid when modeling/mentoring.  

Findings and Discussion 
Findings related to questions one and two, indicated that active participation in modeling and mentoring was a 

recurring central subtheme. Parents play an active role in screen media experiences of their child(ren), having direct 

and sustained impact on children’s behavior, such as modelling healthy behaviors and influencing child engagement 

in active play as well as screen time activities, as also found in Schoeppe, et al., (2016); Trost & Loprinzi, (2011). 

Additionally, analysis of this subtheme demonstrated purposeful and positive engagement that benefits both the 

child and the parent involved. This finding supports the research by Reiser, et al., (1984); Valkenburg et al., (1999); 

and AAP, (2016) that children learn more when parents are involved with the co-viewing process. Regarding 

question three and the subtheme related to influencing factors to modeling and mentoring, respondents indicated that 

differing modeling styles was a factor for some parents or caregivers who were driven by personality or upbringing 

influences when modeling and mentoring. This is in line with the literature around parenting styles in the work of 

Baumrind (1966; 1971) and later expanded by Maccoby and Martin (1983) and Trost and Loprinzi (2011). The 

findings also indicated that professionals and other family members sometimes act as “loco parentis,” taking on 

some parental responsibilities when interacting with children in formal and informal settings. Regarding question 

four, the justification or concern around modeling and mentoring, the findings are in line with Nikken & de Hann 

(2015) who also outlined concerns when modelling/mentoring such as time spent on devices, exposure to 

inappropriate content, lack of parental screen media awareness, and peer pressure to access certain devices. Also 

related to question four and confirming the research by Ying et al., (2015), a reoccurring subtheme around control 

measures that aid in modelling/mentoring, suggests that measures are not standard, and vary from parent to parent.  

CONCLUSION 
This study provided an understanding of the different approaches and influencing factors utilized in modelling and 

mentoring children’s screen media behaviors. While the findings indicate that active participation by parents results 

in positive screen media habits among children, media mentorship should be viewed as a collaborative effort that not 

only involves parents but other individuals (e.g., relatives, librarians, and teachers). Media is prevalent in the lives of 

children and therefore parents will continue to have concerns about the short and long-term impact of their 

children’s screen media practices like exposure to inappropriate content; however, the findings demonstrate that 

active participation during mentoring has positive implications on the tech readiness of our digital youth. 
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ABSTRACT 
This research arose from the iVoices project collection of student technology experiences guiding research. In 

response to students being told to "go back to the kitchen" while gaming and reading as "female", our team analyzed 

TikTok for videos hashtagged #gobacktothekitchen and #backtothekitchen across a one-year period. We also 

performed deeper analysis on comeback appeals eliciting or offering suggestions of responses to "Go back to the 

kitchen" and related misogyny and their responses. We found videos were typically created by "girl gamers" toward 

whom "back to the kitchen" misogyny had been directed, and who tagged them to assign networked meanings to 

their experiences, encapsulate their struggles for broad publics, and find validation with users sharing similar 

experiences. A salient theme in comeback appeal posts was performing positions of power to gain leverage over 

aggressors, while comments frequently offered support from other "girl gamers" and reinforcement of misogynistic 

stereotypes by male-identified aggressors. 

KEYWORDS 
misogyny; media production; online games; video games; social media 

INTRODUCTION 
This pilot inquiry arose from a three-year project called iVoices Media Lab, in which faculty lead a team of students 

in collecting and producing stories based on students' social media experiences, to forge student-directed paths 

toward teaching, research, and advocacy around new media. The path of this research began with a 2021 iVoices 

story-turned-podcast episode by a student named Kierstin, a Rainbow Six Siege gamer whose encounters with 

misogyny from fellow players—exemplified by the phrase "Go back to the kitchen" incessantly directed at her and 

and at other gamers who read as "female"—lowered her expectations around interpersonal in-game communication, 

enabling an unhealthy personal relationship with a troubled gamer. (Social Media & Ourselves, 2021.) Kiersten's 

story echoes those of other young women. "That's just how online is," according to one of numerous young women 

threatened and harassed by the Uvalde mass shooter online before he killed 21 people. Rather than serving as a 

crucial red flag toward violent intention, mistreatment of girls and women is normalized in popular online spaces.  

SECTIONS 
Background 
Online misogyny is persistent, now new. Unchecked vitriol against those identified as girls and women online has 

been the focus of academic research and popular media, including focus on the "e-bile" often accompanying "Go 

back to the kitchen" in online harassment documented by Jane (2016), and dangers such communication poses for 

national security (Hunter & Jouenne, 2021). Misogynistic discourse on social networking sites has been found to 

present significant threats to democracy including the exclusion of women from public participation (Barker & 

Jurasz, 2019). Hatred for women and feminism is a core value of networked publics spreading disinformation and 

propaganda (Marwick & Lewis, 2017). Yet despite its many troubling associations, misogyny in online spaces has 

historically been treated as a personal matter rather than a concern of government or threat to public security (Ging 

& Siapera, 2018). When we learned Kiersten's story, we recognized that "Go back to the kitchen" was emblematic of 

systems of abuse that young women face alone in male dominated spaces. This raised a new question: What 

strategies do young women deploy to remain in these spaces, even when challenged with repeated directives of 

exclusion? 

Methods 
Our team of researchers including Dr. Diana Daly, undergraduate student Maddie Rae Smith, and graduate student 

Duo Bao searched TikTok for videos hashtagged #gobacktothekitchen and #backtothekitchen across a one-year 

period, from July 25th 2021 to July 24th, 2022.  We worked iteratively, first analyzing how many videos studied 

referenced misogyny, and then analyzing the most prominent type of content in these videos as a pilot subcategory. 

We found 83 Tiktok videos tagged #gobacktokitchen or #backtothekitchen, and designated the 65 of these (78%) 

with misogyny-related content as our initial corpus. We used data visualization in the form of word clouds to 

analyze co-occurring hashtags in the corpus of 65 misogyny-related videos for patterns.  

We also selected one salient trend of the 65 misogyny-related video posts to examine more closely through ten 

examples. This trend was what we called comeback appeals: users appearing or identifying as young women 
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gamers, eliciting from or offering to their viewing publics suggestions of responses for when they encounter "Go 

back to the kitchen" and related misogyny. Following Shifman (2013), we coded this pilot corpus through the 

mimetic dimensions of Content (Asking for comeback suggestions, or Demonstrating comeback); Form (Gameplay 

demo; Lip-synching; Talking head; Enhanced onscreen messaging [such as talking through a sim avatar]; or Other); 

and Stance (Sincere/bothered; Humorous; Angry; Triumphant/not bothered; and Other). To get a sense of 

conversations branching from these posts, we also coded the two most liked comments per video and the one most 

liked reply to each of these comments as Offering comeback; Insulting or countercomeback; Supportive; or Other / 

Unclear.  

Discussion 
Videos in our corpus were typically created by gamers who read as young women and toward whom "back to the 

kitchen" had been directed. Hashtags they used included appeals for visibility in general (#viral), on TikTok (#fyp), 

and on gaming platforms (such as #callofduty, #valorant, #r6siege); identity pronouncements to signify belonging 

(#girlgamer and #femalestreamer); calling out systematic oppression (#feminism, #toxic) and defying it 

(#imjustgood, #staymad); and echoes of misogyny (#omgitsagirl and sequential tags like #thisgirl #isntgood and 

#not #her.) Use of these tags highlights creators' intentions to broadly share and assign networked meanings to their 

experiences, encapsulate their struggles for broad publics, and validate them through aggregation with users sharing 

similar experiences.  

The comeback appeals content we analyzed had 5,222,900, 965,527 likes, and 17,685 comments. Our analysis of 

comeback appeals discourse found patterns and distinctive themes in the creative strategies those identifying as girls 

and women deploy to counter misogyny in their digital lives. Patterns included humor as the most prominent video 

stance, presented to elicit witty comebacks and to counterstrike their male-identified attackers. One common theme 

in these conversations was performing positions of power to gain leverage over an aggressor, through sexuality or 

through therapy positioning by diagnosing aggressors as having “daddy issues;” for example, in one video the 

creator uses audio from a different woman player recorded during gameplay in which she comes back with, "I'm 

going to fuck your dad and give him a child he actually loves;" this elicits supportive comments like "smooth and 

sharp as a brand new Knife Sis," empathy ("that's why I turn off the chat"), and critiques for not giving enough 

credit to the author of the sound. Power positioning also included interpretation of male aggression as a signifier of 

homosexuality, prompting both comments of support and condemnation of homophobia. We also found themes in 

counterattacks from what appeared to be male-identified users, including reinforcement of misogynistic stereotypes 

such as that women are not funny, or "tech bro mansplaining" that creators are using wrong equipment or gaming 

incorrectly or poorly. 

CONCLUSION 
This project will continue with full analysis of a broader corpus, production of iVoices media around outcomes, and 

direction of advocacy toward more inclusivity in online gaming. The persistence of a phrase as anachronistic as "Go 

back to the kitchen" today shows one the result when decades of misogyny are left unchallenged by those with the 

power to curtail it, including governments and the leadership and development teams of social networking sites and 

gaming platforms. We found that those facing harassment online appropriated the affordances of the TikTok 

platform for quickly posting, upvoting, and responding, to gather resources to weather anticipated future misogyny, 

and to build community around their continued struggles to participate safely and equally online. In the face of 

networked harassment, these gamers perform positions of power to gather networked resistance, to stay in the game 

and its associated social arenas. 
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ABSTRACT 
This paper outlines the complexity of the psychological construct of individuals’ subjective well-being (SWB) and 

argues for the importance of examining behaviours and linguistic expression of individuals online social interactions 

in relation to self-reported SWB. This paper calls for a systematic review of the psychology research which 

examines SWB and its association with various character strengths, personality traits, and behaviours. While the Big 

Five personality traits (OCEAN) have an underlying neuropsychological basis and are considered as universal 

dimensions of personality along which humans differ one from another, minimal research has attempted to evaluate 

the relationship between personality traits, SWB, and online interactions.  

KEYWORDS 
Subjective Well-Being (SWB); Positive Psychology; Personality Traits; Online Interaction Context; Natural 

Language Processing (NLP) 

INTRODUCTION 
With the emergence of the COVID-19 pandemic and associated infection rates and decreased human mobility, 

researchers have noted a global “increase in the prevalence of major depressive disorders and anxiety disorders 

during 2020” (Santomauro et al., 2021, p. 1706). Individuals with limited human mobility may turn to information 

and communication technologies (ICTs) to connect with others. However, use of social networking sites (SNS) may 

exacerbate feelings of depression. Cunningham et al. (2021) found that “depression symptoms were significantly, 

but weakly, associated with time spent using SNS and intensity of SNS use” (p. 241). Prior work has examined the 

motivations behind voluntary non-use of social media platforms (Baumer et al., 2013; Grandhi et al., 2019). Overall, 

the perception that social media erodes personal well-being is a key theme in users’ decisions to leave (Grandhi et 

al., 2019). This work calls for a shift to evaluate how social media users can increase their happiness. 

SUBJECTIVE WELL-BEING: WHAT IS IT? 
In positive psychology discourse, subjective well-being (SWB) “is the preferred scientific conceptualization of the 

more colloquial term ‘happiness’” (Heintzelman & Tay, 2017, p. 10). SWB is conceptualised as a multifaceted 

umbrella construct. As derived from Diener’s (1984) tripartite model, SWB is “[...] frequently defined as having 

three inter-related qualities: regular positive affect, elevated life satisfaction, and sporadic negative affect” (Dunn et 

al., 2009, p. 652). SWB is rooted in individuals’ subjective experience. Self-reported measures are traditionally used 

to measure SWB because of “the internal and experiential nature of affective experiences and satisfaction 

judgements” (Heintzelman & Tay, 2017, p. 11) used to gauge life satisfaction, positive affect, and negative affect.  

Three factors (genetics, circumstantial, and intentional actions) have been proposed as having a long-term influence 

on individuals’ SWB. The genetic factor or ‘set point of happiness’ has previously been viewed as stable and fixed; 

however recent research has indicated that the ‘set point of happiness’ is not as fixed as previously conceived (Lucas 

et al., 2021, p. 7). Personality psychologists “[...] have reached a consensus that people vary from one another along 

five basic dimensions: the Big Five traits” (Little, 2017, p. 12). These five dimensions are often spelled out as an 

acronym, OCEAN: Open (to experiences vs. closed), Conscientious (vs. casual), Extraverted (vs. introverted), 

Agreeable (vs. disagreeable), and Neurotic (vs. stable). As reviewed in Ozer and Benet-Martínez (2007), “the Big 

Five have major consequences for how our lives play out” (Little, 2017, p. 12) in education, marriage, health, and 

work outcomes. Research has revealed that different personality traits across humans correlate to different 

components and conceptualizations of SWB, and that personality traits may “[...] account for between 32 and 56% 

of the variance in subjective well-being scores” (Hayes & Joseph, 2003, p. 725).  

While genes are a significant factor in SWB, “[...] both life circumstances and intentional activities also play 

important, and perhaps larger roles” (Heintzelman & Tay, 2017, p. 16). Circumstantial factors include “[...] personal 

qualities (e.g., age, gender, life history), events (e.g., marriage, unemployment, and retirement), and situations (e.g., 

nation, location, culture)” (Dunn et al., 2009, pp. 652 - 653). Intentional actions refer to “what people do and how 
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they think in everyday life” (Dunn et al., 2009, pp. 652 - 653). Interventions pertaining to increasing SWB when 

engaging in online SNS interactions should aim to change maladaptive intentional actions and ICT design 

environmental features that decrease SWB. Randomised controlled experiments have shown that in offline 

environments SWB can be increased “[…] by practising simple positive activities with effort and commitment. Such 

activities including performing kind acts, expressing gratitude or optimism, and re-experiencing joyful events 

represent the most promising route to enhanced happiness” (Lyubomirsky et al., 2021, p. 945). 

APPLICATION OF POSITIVE PSYCHOLOGY TO ONLINE INTERACTIONS AND ICT DESIGN 
Given the complexity of SWB, determining what makes a ‘happier’ online community/interaction could vary across 

individuals. In online communities, prosocial interactions such as sharing, helping, and co-operating may occur in 

contexts that, at first glance, may seem likely to lower SWB. Co-destructive communities may provide prosocial 

behaviours through positive interpersonal interactions (Chen et al., 2022). Self-deprecating statements, for example, 

have been found to be detrimental to SWB (Steinmayr et al., 2016), but within some internet meme groups, self-

deprecating memes are forms of emotional or affective labour where the liking and sharing of memes are ways to 

transform lived pain into relatable and humorous (and therefore palatable) struggles (Ask & Abidin, 2018, p. 845). 

By laughing at their own failures, anxieties, and inadequacies, these communities can build surprisingly supportive 

and cohesive group identities. Research has indicated that different usage of SNS may both increase and decrease 

SWB. Gerson et al. (2016) found that while using Facebook as a means of social comparison was negatively related 

to SWB, Facebook intensity was positively associated with SWB. More research is required to uncover if patterns 

exist between an individual's personality traits, online community engagement, online behaviours, and SWB.  

While SWB has been studied in the field of Natural Language Processing (NLP) for over a decade, research using 

NLP to examine linguistic expression in SNS has drawn minimally from positive psychological discourse. Research 

of SWB in NLP grew out of sentiment analysis, which aims to accurately identify human emotion in text. As a 

result, the field’s attempts at SWB have largely skewed towards the facet of emotional well-being, the detection of 

either positive emotion, negative emotions, or neutrality. Work detecting extreme negative emotions such as 

suicidality and major depression has been a major subfield with three systematic reviews published  since 2020 

(Bernert, et al., 2020; Heckler et al., 2022; Ji et al., 2021). Research on positive emotion detection is less common 

and has applied a more limited number of NLP tools; Luhmann’s review (2017) showed that most studies focussed 

on emotional well-being assessed at the word level with tools like Linguistic Inquiry and Word Count (LIWC). This 

finding was re-confirmed in Sametoğlu et al.’s systematic review (2022) which reported most papers used closed 

word lists or word-level analyses, though more papers are now comparing these data to broader ‘satisfaction with 

life’ self-report measures. Emotional well-being, though important, can be transient and self-reports are subject to 

mood fluctuations at the time of the self-report (Pavot & Diener, as cited in Kjell, 2022). 

NEXT STEPS 
Recent models of SWB underscore the complexity of the construct across a multitude of factors. Seligman’s (2011) 

PERMA model encapsulates five elements of well-being that enable flourishing – Positive Emotion, Engagement, 

Relationships, Meaning and Accomplishment. The PERMA model demonstrates that SWB is influenced by a range 

of factors including feelings of positive emotions, active involvement, close interpersonal relationships, life 

purpose/sense of belonging, and experiencing mastery. While past research has examined individuals’ behaviour 

such as gratitude (Deng et al., 2019) or prosocial behaviour (Gherghel et al., 2021) in relation to SWB, a systematic 

literature review compiling a range of such character strengths/behaviours/personality traits associated with SWB is 

required to provide a solid conceptual basis for our future research and inform its empirical methodology.  

CONCLUSION 
The implications of this research for the field of library and information science and technology (LIS&T) lie in its 

planned deep dive into the psychology of ICT users and their interactions in online communities. While much has 

been said about information needs of information seekers or sharers (e.g., Bukhari et al., 2020; Savolainen, 2019), 

few models look at the tri-part modelling of the psychological factors underlying group interactions via ICTs: the 

impact of users’ personality traits, life circumstances, and intentional activities. What would make online social 

media users happier, and how do we enact change towards more positive interactions and healthier communities? It 

is time for researchers to assess if positive psychological findings pertaining to SWB can be translated into 

individuals’ online behaviours and ICT design, and if these alterations can make users happier. 
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ABSTRACT 
Here we describe two approaches to improve group information management (GIM) and draw on the results of prior 

works to implement them in software prototypes. The first aids browsing and retrieving from large and unfamiliar 

collections like shared drives by dynamically reducing and re-organising them. The second supports the transfer and 

re-use of collections (e.g. to/by successors, descendants, or curators) by integrating novel sorting and annotation 

features. The prototypes’ source code is shared online and screenshots are presented in the accompanying poster. 

KEYWORDS 
Personal information management, group information management, personal digital archiving, information retrieval 

INTRODUCTION 
People in the information society are tasked everyday with storing, organising, and refinding an increasing number 

and variety of digital items in a challenging task known as personal information management (PIM; Jones et al., 

2017). Such activities are made further challenging when other people are involved in some way – in group 

information management (GIM) – for example when finding items in collections organised by coworkers or when 

organising a collection that will be later re-used by family (Dinneen & Julien, 2020). To help address the challenges 

of GIM we offer two prototype interfaces, the ideation and design of which are informed by data collected in prior 

studies. Both prototypes were developed using the Python programming language and Qt graphics framework. Their 

interfaces can be seen on the accompanying poster and their source code is shared online (links below). 

GIMZOOMER 
Personal and group-managed collections of digital files are often very large, consisting of tens of thousands of files 

and folders organised into tree shapes that are deep and wide (Dinneen et al., 2019). Large information structures of 

all kinds are usually difficult to browse (Julien et al., 2013) and therefore also to organise and retrieve from; for 

example they require users to review and decide among many labels (e.g. names of folders, genres, nodes) and 

maintain a sense of their location as they navigate down and across the tree and identify one or more relevant items 

(Savolainen, 2018). Group-managed structures introduce further challenges, as users often lack the benefit of 

familiarity that comes from having previously seen, organised, or labelled the folders they are browsing or retrieving 

from (Bergman et al., 2014). As a result, retrievals require more effort, take longer, and are more prone to failure 

(Bergman et al., 2019, Julien et al., 2013). In some cases, users may customise the structure to suit their individual 

retrieval strategy and aid later relevance judgments (de Fremery & Buckland, 2022), but doing so may violate group 

conventions or decrease the intelligibility of the structure for others users (Berlin et al., 1993; Dourish et al., 1999; 

Erickson, 2006). Such problems manifest today on shared drives during collaboration, turnover, and onboarding. 

One way to address large and unfamiliar collections is to provide flexible views wherein users can see and modify 

the collection in a way that benefits them and is determined less by other users (Dourish et al., 1999; Ellis & Dix, 

2007). A promising start to this approach is to reduce the structure so that the displayed portion and its overall 

browsing complexity are reduced, as has been done with two information structures that organise published 

scientific texts: LCSH and MeSH (Julien et al., 2013). There, the extremely uneven distribution of most books into a 

relatively small number of genres enabled two algorithmic reductions: (a) compressing the structure by moving 

book-heavy genres (and their siblings) up in the tree, and (b) pruning (i.e. removing) book-light genres. With this 

approach the browsing complexity of MeSH was reduced by ~80%, and of LCSH by ~50% without precluding 

access to the majority of the books. Later, a between-subjects experiment confirmed the usefulness of the approach 

in practice: when using a strongly pruned-and-compressed LCSH tree, participants completed retrieval tasks 

significantly more accurately and faster, and with no fewer (potentially valuable) interactions with the structure than 

participants using unmodified or only compressed trees (Dinneen et al., 2018). 

Although developed for LCSH and MeSH, the reduction approach may also work well for GIM structures: recent 

works have established that digital files are often distributed unevenly into folders similarly to the books and genres 

of LCSH and MeSH (Dinneen et al., 2019), so if a user is retrieving a file, it is likely (ceteris paribus) to be located 

in one of only a few large folders, and rapidly reducing the display to only those folders should enable faster access. 
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Driven by these observations, we designed GIMZoomer, an interface implementing the compression and pruning 

algorithms provided by Julien et al. (2013). Specifically, the interface features a slider control between tree views 

showing (1) an unmodified folder hierarchy and (2) its compressed and pruned version. The slider allows the user to 

control the strength of the algorithms and thus flexibly and iteratively reduce/increase how many folders are 

displayed in the second tree view and the maximum downward navigation steps; the ends of the slider thus represent 

extremes of the algorithm strengths, producing no modification (bottom) and the strongest modification (top), 

wherein only a single folder is shown (the fullest). The user can thus reduce the structure, navigate within it to their 

desired file or folder, or in more complex cases of information seeking (e.g. berrypicking), continue modifying and 

exploring the structure. The source code is available at https://github.com/jddinneen/GIMZoomer. 

COLLECTION ANNOTATION ASSISTANT 
We note above that individuals and institutions accumulate digital file collections of extensive scale and variety. For 

individuals, collections contain a variety of everyday items such as private photos, family plans and finances, 

professional activities, and information reflecting many other of life’s activities and tasks (Dinneen & Julien, 2019; 

Jones et al., 2017; Krtalić & Ihejirika, 2022). Accumulated over years or a lifetime, these digital assets can have 

long-term value for family members, and the collections of culturally significant people can also have value for 

society in the form of cultural heritage (Krtalić et al., 2021). But such collections also pose management challenges 

that entail various risks of loss (Digital Preservation Coalition, 2021; Krtalić & Dinneen, 2022). When collections 

are transferred to heirs or cultural heritage repositories (Day & Krtalić, 2021), whether for immediate use or 

preservation, they are often shared without detailed metadata about the contents or context, and it can thus be very 

difficult for the new owner or custodian to navigate and grasp the often vast and complex collections (Dinneen & 

Krtalić, 2020; Society of American Archivists, 2013). There is thus a frequent risk that collections will not be 

available for current or future generations because parts of the collection are inadvertently deleted, the meaning of 

the content is not sufficiently clear, too large a portion of the collection is irrelevant (i.e. precludes finding the 

relevant items), or some portion may be too private to be shared (e.g. insufficient time and labour to filter such items 

before the collection is shared). 

Software developers have acknowledged that such collections or digital legacies need to be considered before 

problems arise. For example, Apple recently released a Legacy Contacts feature where up to five people can be 

named as managers of one’s digital assets after death (Digital Legacy Association, 2016). This has the potential to 

help collections avoid total loss after death and thus avoid losing their value (in the sense indicated above). There 

remains, however, no tool available with which to indicate which portions of a collection might be relevant to 

families, curators, etc., nor which parts should not be transferred or seen, and so the practical challenges of 

identifying, re-using, or excluding relevant portions of a collection remain. While prior works have emphasised the 

importance of supporting digital legacies (e.g. Dinneen et al., 2016; Jones et al., 2016), no tool has yet been 

developed to help people make sense of large inherited collections, determine which portions are relevant for 

specific stakeholders, and ensure that collections can continue to be used in the spirit of the collection creator. 

A simple but promising approach to avoiding the problems above is to facilitate annotation of the majority of a 

collection. We thus designed a Collection Annotation Assistant, a backup-like software where parts of a collection 

can be marked as relevant or valuable to some context (e.g. to a theme, career, family, institution, or society). In the 

interface a tree-view presents the folder collection together with tick-boxes to indicate relevancy or, alternatively, 

exclusion (i.e. unable to be labelled relevant). As collections are often so large that reviewing the relevant portions 

could be time intensive, we also leverage (a) the uneven collection distribution described above and (b) trends in 

access times (most folders have not been accessed in the last six months; Dinneen, 2018) to add two related sorting 

options: by accessible files (i.e. those contained in the folder and sub-folders) and by last date modified. In this way, 

users should be able to quickly sort the collection and annotate the majority of it in relatively few clicks. A further 

screen in the interface allows users to note any software required for accessing content stored within files, for 

example in the case of atypical or obsolete formats. The annotations and notes can then be saved in the interoperable 

JSON format and loaded later for review or updating. The same interface can thus be used later by the inheritors to 

get a quick impression of what is in the collection, where the relevant parts are, and what should not be accessed or 

shared. The source code is available at https://github.com/jddinneen/collection-annotation-assistant. 

CONCLUSION 
Although the prototypes described here should be evaluated (e.g. for their efficacy and usability), demonstrating 

new approaches to GIM is important step forward because inadequate tools can prevent individuals from 

acclimating to new work places, finding information needed in daily life (Jones et al., 2017), maintaining and 

sharing their collections, and preserving them for future generations of family or society (Krtalić et al., 2021). 
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ABSTRACT 
Personal information management (PIM) includes the activities and preferences that support future information use. 

PIM is especially important in the context of engineering education, where learners are expected to engage with a 

substantial amount of information. This paper builds on the findings of a research project on the information 

practices of undergraduate engineering students, examined through multiple qualitative and quantitative methods 

(Dodson, 2021). This paper reports on one aspect of the project, an online questionnaire (n = 103). Findings suggest 

learners regularly engage in PIM activities, and experience different degrees of challenge when managing multiple 

types of information. 

KEYWORDS 
Engineering Education; Information Literacy; Information Seeking and Use; Personal Information Management 

INTRODUCTION 
Personal information management (PIM) is a crucial skill for many individuals. In particular, PIM is essential for 

university students to develop and use in order to complete their coursework and transition into professionals. PIM 

encompasses the activities and preferences for gathering information, managing it, and (re)retrieving it for future 

tasks (Bergman & Whittaker, 2016; Jones, 2007). In this study, we surveyed the PIM practices of undergraduate 

engineering students. Other library and information science researchers have recognized the role of engineers in 

building, maintaining, and operating critical infrastructure, and have studied the information needs and seeking 

behaviors of professionals (Fidel & Green, 2004; Freund, 2015; Hertzum & Pejtersen, 2000) and students (Andrews 

& Patil, 2007; Fosmire, 2012; Mercer et al., 2019). However, there remains a limited understanding of the PIM 

practices of learners, including the prevalence of activities for managing course- and program-based information. 

This led us to ask: How are undergraduate engineering students managing information? 

Dodson et al. (2019) found that undergraduate engineering students interact with diverse information ecologies. For 

example, learners are expected to create, manage, and use a range of document genres (e.g., journal articles, patents, 

and technical reports). Artemeva and Fox (2010) argued that it is imperative for students to develop an awareness of 

these genres, which can be a lengthy and difficult learning process (Artemeva, 2008; 2009). Course-based 

information is accessed through a number of information systems (e.g., digital libraries, learning management 

systems, and Web-based homework systems). Information systems commonly used in North American engineering 

education programs often lack “interoperability”, or the ability to easily access, manage, and use information across 

different services (Dodson et al., 2019; Harandi et al., 2018). This can result in “information islands” (Jones, 2007), 

where students maintain multiple collections of information, fragmented by specialty tools. This led us to ask: In 

what ways do undergraduate engineering students find it challenging to manage multiple types of information? 

Previous research has also found that undergraduate engineering students supplement the information they receive 

from their instructors by actively seeking additional resources (Atman et al., 2005; Fosmire, 2012; Wertz et al., 

2011). This led us to ask: How do undergraduate engineering students supplement the course materials provided by 

their instructors by seeking information from other sources? 

METHODS 
To examine undergraduate engineering students’ perspectives on these questions, we administered an online 

questionnaire. A call for participation was e-mailed to all undergraduates enrolled in computer (CE), electrical (EE), 

and mechanical engineering (ME) bachelor’s programs at the University of British Columbia through each 

department’s listserv. In total, 103 undergraduates completed the questionnaire, including 16 CE, 22 EE, and 65 ME 

respondents. We asked respondents three questions about their PIM practices, as described in the following section 

(see also Figure 1). For each question, respondents selected one of five Likert-type scale options to indicate how 

much they agreed with a statement — “Strongly agree” (1), “Agree” (2), “Neutral” (3), “Disagree” (4), and 

“Strongly disagree” (5). We analyzed the responses as numeric data, in accordance with Harpe (2015), calculating 

descriptive statistics and visualizing the underlying probability distribution of the data (Figure 1). 

RESULTS 
The majority of respondents (n = 78%) agreed or strongly agreed with the first statement, I carefully manage my 

course-related information, so I can easily find the information I need (n = 103, M = 2.16, SD = 0.87). In response to 

the second statement, I often supplement the course materials my instructor provides by seeking information from 
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other sources, the majority of respondents (n = 81, 79%) agreed or strongly agreed (n = 103, M = 1.92, SD = 0.88). 

There was less consensus in response to the third statement, I find it challenging to manage multiple types of 

information when doing some or all of my academic activities (n = 103, M = 2.88, SD = 1.08). For this question, 39 

respondents (38%) agreed or strongly agreed, 31 (30%) were neutral, and 33 (32%) disagreed or strongly disagreed. 

 

Figure 1. The bar and density plots for the statements. The solid vertical line in each plot represents the 

mean, as reported in this section. The dashed vertical lines to the left and right of the mean lines represent the 

lower and upper bounds of the 95% confidence interval, respectively. The continuous curve in each plot 

visualizes the probability distribution of the data. The curves were calculated using kernel density estimation, 

with a Gaussian kernel and a bandwidth of 0.5. 

CONCLUSION & FUTURE WORK 
Questionnaire responses indicate that undergraduate engineering students regularly engage in PIM and information 

seeking activities. Self-reported PIM practices appear to align with findings identified with other methods (e.g., 

Dodson et al., 2019). Findings have implications for strengthening understandings of the ways in which learners 

interact with a range of information types and systems, as well as the factors that influence how information is 

managed. However, the research questions cannot be fully answered by the questionnaire alone. In-depth qualitative 

or mixed methods studies should be carried out to better understand how undergraduate engineering students 

manage information. In a subsequent study, we also plan to investigate whether PIM practices change in response to 

the genres students are using or the tasks they are engaged in. Responses also suggest that students experience 

considerably different degrees of challenge when faced with managing multiple types of information. Consequently, 

PIM-specific information literacy instruction may be useful to a large proportion of undergraduate engineering 

students. Future work may explore whether the shift to online learning in response to the COVID-19 pandemic has 

amplified students’ difficulties managing information, given the lack of interoperability between information 

systems. 
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ABSTRACT 
A proper news tagging is essential for a suitable search and retrieval of information by news libraries users, as well 

as for a suitable web SEO positioning of these media outlets, what is an aspect to take increasingly into account in 

digital journalism. Through a case study, we carried out a comparative exploratory analysis on how the most read 

Spanish online newspapers assign the tags which identify the informational content of their news, given the scarcity 

of this kind of empirical studies and the enormous importance of this task in the field of news librarianship. The 

resulting data demonstrate the need for specific training in news librarianship for journalists and the importance of 

educating media outlets in using controlled vocabularies to ensure an efficient retrieval of news in databases a 

posteriori. 

KEYWORDS 
News libraries; news archives; news tagging; tags; metadata; journalism 

INTRODUCTION 
In current digital journalism, not exclusively the news librarians—as it happened some years ago in the news 

libraries of printed newspapers—are in charge of determining and assigning, in the form of content tags or 

keywords, the relevant content that best identifies each news article and that will allow users to access them. As a 

result of the deep crisis that media outlets—especially press—and their archives have been suffering in this century 

(Paul, 2009), they are their own journalists who carry out this task (Rubio Lacoba, 2012:71; García-Jiménez et al., 

2019:62) and other archiving duties (Micó-Sanz et al., 2009; Guallar, 2011:53). Thus, at the same time of publishing 

online news items journalists must tag them, these tags being reviewed by news librarians only in those newsrooms 

which still count on these professionals (Rubio Lacoba, 2012:75; Marcos Recio & Edo, 2015:398-399). Hence the 

special need, in the current context, that university journalism education provides an appropriate training in news 

libraries to future journalists (Domínguez-Delgado et al., 2019, 2021). 

News tagging is today considered an important aspect for a good SEO—Search Engine Optimization—positioning 

of online newspapers on the web (Zamith, 2008:173; Iglesias-García & Codina, 2016; Lopezosa et al, 2021:40). For 

this reason, this task should be seriously taken into account in digital journalism (Richmond, 2008; Usher, 2010). 

Authors such us Zamith (2008) or Guallar (2012) consider the news tagging system as a quality indicator for digital 

newspapers. Moreover, the most common metadata standards, such as Dublin Core, make reference to these content 

keywords as essential information related to any digital document (Baños-Moreno et al., 2015). In addition, this 

tagging makes possible semantic navigation (Castellanos Díaz, 2011:11), thanks to which users can access, by 

clicking on tags, dossiers on specific contents, these tools being traditionally considered very useful in media outlets 

libraries. 

RESEARCH OBJECTIVE AND METHODOLOGY 
Given the scarcity of empirical works which explore whether or not this important archiving task of news tagging is 

being carried out in an appropriate way by online newspapers today, we aimed to carry out a case study to 

comparatively analyze the way how the most popular Spanish online newspapers tag their news. 

We firstly selected all those newspapers in which the tags assigned to their news articles were visible to readers, 

from the ranking of the 10 Spanish digital newspapers with the highest number of unique visitors in January 2022, 

according to GfK DAM (Dircomfidencial, 2022). These media outlets were, in a descending order of visitors: 

ElPaís.com, ElMundo.es, 20Minutos.es, ABC.es, ElEspañol.com, ElConfidencial.com, ElPeriódico.com, ElDiario.es 

and OKDiario.com. LaVanguardia.com, ranked in fifth place, was left out, since no tags were visible on its news 

articles.  

Secondly, we used the constructed week sampling technique (Stempel, 1952). Thus, we successively took one 

different day of the week per week, for 7 weeks in total, in order for the selected news to be different. And we took 

15 news items per day and newspaper, those being posted on the uppermost location of their websites—which were 

supposed to be the most relevant news. Considering this, the tags on 945 digital news articles were analyzed, in the 

period from Monday, March 14 to Sunday, May 1, 2022.  

For this analysis, a table was used in which we recorded: number of item, newspaper, date, headline, topic, total 

number of tags assigned to each news item and number of tags corresponding to each of the main 4 tags categories 
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resulting from the essential considerations on news content analysis by experts (e.g., ISO, 1985; Cunha, 1989; Pinto-

Molina et al., 2002; Fox, 2005; Cleveland, 2013; García Gutiérrez, 2014; Domínguez-Delgado & López-Hernández, 

2016, 2017). These categories are: thematic, onomastic, geographic and temporal tags. We also recorded—by 

category—the literal transcription of each tag, in order to conduct a comparative qualitative analysis, observing: 

pertinency, relevance, rigor, terminology/vocabulary and coherence of the news tagging inside each newspaper and 

among them. 

RESULTS AND DISCUSSION 
As can be seen in Table 1, which shows the quantitative results, the total average number of tags assigned to each 

news article was 5.14. While ElPaís.com positively stood out as the newspaper that annotated the highest number of 

tags on its news items (11.98), ElPeriódico.com was the newspaper with the lowest number of tags per article (3.69). 

Regarding the categories of tags, it should be noted that only on ElPaís.com some exceptional temporal tags were 

assigned—all of them relating to periods of history such as “neolithic” or “paleolithic”. This fact implies that times 

which are mentioned by journalists inside news articles—dates, years, decades, centuries—are not usually taken into 

account in their indexing, this being an obstacle to their retrieval by users. 

Online newspaper Average 

number of 

tags per 

news item 

Average 

number of 

thematic 

tags per 

news item 

Average 

number of 

onomastic 

tags per 

news item 

Average 

number of 

geographi

c tags per 

news item 

Average 

number of 

temporal 

tags per 

news item 

% of news 

with 1 

only 

category 

of tags 

% of news 

with 2 

categories 

of tags 

% of news 

with 3 

categories 

of tags 

% of news 

with 4 

categories 

of tags 

ElPaís.com 11.98 6.96 2.58 2.41 0.03 0% 31% 69% 0% 

ElMundo.es  4.12 1.07 2.09 0.96 0.00 46% 41% 13% 0% 

20minutos.es 3.73 1.40 1.73 0.60 0.00 20% 34% 46% 0% 

ABC.es 4.31 1.44 1.82 1.05 0.00 26% 54% 20% 0% 

ElEspañol.com 4.73 2.12 1.91 0.70 0.00 5% 69% 26% 0% 

ElConfidencial.com 4.21 1.39 2.52 0.30 0.00 41% 47% 12% 0% 

ElPeriódico.com 3.69 1.16 1.48 1.05 0.00 38% 42% 20% 0% 

ElDiario.es 4.68 2.27 1.62 0.79 0.00 19% 42% 39% 0% 

OKDiario.com 4.74 1.14 3.13 0.47 0.00 31% 24% 45% 0% 

Total average 5.14 2.11 2.10 0.93 0.00 25% 43% 32% 0% 

Table 1. Quantitative results of the analysis of news tagging 

In relation to the other categories, the tags that were assigned to a greater extent to news, taking into account the 

total averages, were thematic (2.11 per news item), closely followed by onomastics (2.10) and further by geographic 

ones (0.93). Regarding the number of categories, it should be pointed out as the most frequent tendency in tagging to 

use tags linked to 2 different categories (in 43% of news). Only on ElPaís.com, 20Minutos.es and OKDiario.com it 

was the most common practice that tags related to 3 different categories were assigned to news articles (in 69%, 

46% and 45% of their items, respectively). On the contrary, ElMundo.es preferably opted for 1 only category of tags 

(46%). 

On the other hand, from the qualitative study of tags, it is mainly inferred a general poor selection of indexing 

terms—many relevant terms or concepts are usually missing in the news tags—and a lack of control of vocabulary, 

detecting linguistic problems, such as synonymy and polysemy, in ElPeriódico.com, in geographic tags, as well as in 

ElMundo.es, 20Minutos.es and in ElConfidencial.com, in onomastic tags. We specifically observed an inaccuracy 

and low specificity of thematic tags, except in the case of ElPais.com, and geographic tags, except in ABC.es, which 

added references to “city” or “province”, in brackets, when both tags shared a same name. In addition, we detected a 

lack of homogeneity when using the same type of term—for example, in ElConfidencial.com, political parties were 

sometimes named by their acronyms (“PSC”), others by their full names (“Partido Popular”) and others by their full 

names followed, in brackets, by their acronyms (“Esquerra Republicana de Catalunya (ERC)”). These problems 

could cause the lack of results or noise after a search on newspapers databases (Muñoz-García et al., 2021:796). 

CONCLUSIONS 
In the most read Spanish online newspapers, the task of indexing their news articles, which is essential for an 

appropriate access to them by users, generally have considerable shortcomings, except on ElPais.com, these being 

mainly related to the low number of assigned tags and the lack of coherence and rigor in news tagging both intra and 

enter newspapers. Therefore, it is urgent, on the one hand, to make online newspapers aware of the importance of 

having controlled vocabularies—thesauri—to overcome these deficiencies; and, on the other hand, to provide at 

universities a suitable academic training in news libraries for journalism students, those who will be working in the 

future in newsrooms and tagging their everyday news articles. 
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Transitioning Towards Sustainability: The Information 
Practices of Sustainable Food Consumers 

Du, Xiaotong Rutgers University, New Brunswick, USA | xd103@rutgers.edu 

ABSTRACT  
Sustainability is an emergent topic due to the increased climate and social issues caused by human activities. While 

sustainability is not a new concept in library and information science, its scope is often limited to library and 

information systems. This study aims to expand sustainability to human information behavior and practice. This 

poster reports initial findings from a pilot study in Jan – April 2022. Interviews and photo diaries with 6 sustainable 

food consumers about their information behaviors and practices were conducted and analyzed using the 

constructivist grounded theory methodology. We found that participants use sensory and embodied information in 

assessing the real impact of their sustainable food behaviors, and that this process is essential in the transition to 

sustainable food behaviors. Participants assess the impact of their transition to sustainable food by comparing 

information at different times, places, and between actors (individuals and food providers). This research sheds light 

on the role of time in everyday information use, and demonstrates that sustainability is a fruitful research area in 

human information behavior and practice.   

KEYWORDS 
Sustainability; Human Information Behavior; Food Consumption; Transition; Information Use 

INTRODUCTION 
Sustainability and sustainable development have drawn increased attention in various disciplines over the past few 

decades (Schoolman et al., 2012). Information will play an essential role in the transition toward a sustainable future  

(Kamińska et al., 2022). Sustainability research in library and information science (LIS) mainly focuses on reducing 

the energy consumption or carbon emissions in library and information systems, such as sustainable library 

buildings, collections, digital services, green Information and Communication Technologies (ICTs) (Kamińska et 

al., 2022). However, sustainability in everyday life from the human-centered information behavior or information 

practice (IB/IP) perspective has been understudied. Therefore, this study expands sustainability research in LIS with 

a focus on everyday IB/IP. 

In everyday life, household food consumption has a significant impact on health and the environment. Food is a 

nuanced field and has been an information-rich research area in LIS and IB/IP (e.g., Hartel, 2010; Ocepek, 2016, 

2018). However, sustainable food consumers have not drawn much attention in the IB/IP field, perhaps in part 

because environmental and ethical concerns are not necessarily primary drivers in food choices. However, 

Polkinghorne (2021) recently described how moral concerns (e.g., animal welfare, environment) influence food-

related information practices. Therefore, we aim to extend previous research on food-related everyday information 

practices by focusing on sustainable food consumers. The question we aim to address here is: How do sustainable 

food consumers engage with information in everyday food-related consumption?  

METHOD  
Constructivist grounded theory (Charmaz, 2014) was employed to explore the actions, processes, and meanings of 

sustainable food consumers’ food choices and theorize their information practices. Constructivist grounded theory 

recognizes the active role of participants and researchers to co-construct knowledge in the process. Sustainable food 

consumers, in this study, refer to people who, in the last month, have made food choices based on environmental, 

political, social, or ethical concerns (Peattie, 2010; Schoolman, 2020). 

Data were collected from pre-screening phone calls, photo diaries, and semi-structured interviews via email and 

video-conferencing tools (i.e., Zoom). Six participants, all sustainable food consumers who live in a large 

Northeastern state in the U.S., were recruited through special interest groups of sustainability from social media 

(e.g., Facebook) and snowball sampling between January and March of 2022. Participants are all women, white, and 

Democrats, which aligns with previous research on a typical demographic of sustainable consumers (Schoolman, 

2020). Pre-screening phone calls ensured participants’ eligibility and collected demographics and preferred 

pseudonyms. We also asked them to take photos of their sustainable food consumption behaviors (e.g., grocery 

shopping, vegetable gardens). These photo diaries were discussed during the interview. Semi-structured interviews 

focus on participants’ (1) perception of sustainability, (2) food consumption and information practices based on 

photo-elicitation techniques (Clark-IbáÑez, 2004; Harper, 2002), (3) information behaviors/practices based on 

critical incident techniques (Flanagan, 1954; Sonnenwald et al., 2001). Notes were taken during the pre-screening 

phone calls. Interviews were audio-recorded and lasted from 45 to 90 minutes. In total, 46 photos and 381 minutes 

of recording were collected. Participants were compensated with a $15 gift card after each interview. The recorded 
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interviews were transcribed verbatim, and photos were imported for data analysis. We used theoretical sampling to 

collect data and constant comparing, line-by-line coding, asking questions, and saturation to analyze data (Charmaz, 

2014; Corbin & Strauss, 2014). Extensive jotting, analytical memoing, and weekly peer debriefings were also 

employed to increase the credibility of the findings (Charmaz, 2014; Corbin & Strauss, 2014; Miles et al., 2018). 

FINDING: INFORMATION USE OF SUSTAINABLE FOOD CONSUMERS 
The primary findings are centered around the use of information to guide sustainable food consumption. This section 

only reports on a relatively well-saturated concept in the analysis thus far: assessing the real impact of individuals’ 

sustainability transitions.  

Assessing the Real Impact of Individuals’ Sustainability Transitions 
Sustainable food consumption is not one single behavior in a linear process but involves various types of sustainable 

food shopping or acquisitions at different transitions simultaneously. Sustainability transitions include maintaining 

current sustainable food behaviors, adopting new ones, replacing one with another, or giving one up. For instance, 

Ann was not only buying food from local farms and growing vegetable gardens (maintaining a sustainable food 

behavior) but also paying more attention to labor rights (adopting a new sustainable food behavior).  

During sustainability transitions, participants used information to assess the real impacts of their efforts. The process 

involves comparing sensory and embodied information about the impact of sustainable food practices at different 

times, spaces, or between individuals and food providers. First, participants compared visual information in different 

time. Valva had noticed more options of sustainably sourced foods in the restaurants since she started her 

sustainable food journey 17 years ago: “there’s been more things on menus, there’s been more options in 

restaurants.” Similarly, after planting more native plants, Aama saw an increased number of pollinators and insects 

in her garden: “I can see when more if I plant milkweed that the monarch butterflies are going to come, so if you 

know that I'm doing something that is impact that I can see more caterpillars.”  

Second, participants compared embodied information at different times and spaces. Aama noted her bodily feeling 

of the hot temperature lasted longer in summer but praised the lower temperature under the tree in her backyard: “I 

know in my backyard sitting under the trees how climatically different it, it feels.” Accordingly, the observed 

positive changes over time made participants optimistic about their real impact, which, in turn, encourages them to 

maintain sustainable food behaviors. As Valva noted: “I feel like the more I move forward on that, the more 

companies will rise to that occasion.” 

However, one participant also gave up current sustainable behaviors when comparing their own sustainable practices 

to companies' behaviors in a short period of time. During the COVID-19 pandemic, Louise recalled her negative 

feeling by observing the wasteful food packaging used by a restaurant while picking up food with her own reusable 

containers: “It was sad because I would be there with my bag and my reusable container... I stand there and wait for 

them to fill the containers with food and see the amount [of plastic packaging] that's being sent out in just that short 

time that I'm standing there.” Therefore, participant perceived limited impact due to the observed unsustainable 

behaviors of food providers and discontinued their sustainability transition.  

DISCUSSION 
While there is no consensus on the definition of information use (Savolainen, 2008; Spink & Cole, 2006; Todd, 

1999), researchers advocate the need to study how people use information to transform their everyday behaviors 

(Fidel, 2012; Spink & Cole, 2006). Our research supports this with empirical data. In addition, prior studies have 

shown how sensory and bodily experience informed daily food activities, such as grocery shopping (Ocepek, 2018), 

cooking, and eating (Polkinghorne, 2021). Our study further demonstrates how participants use embodied 

information to reinforce or discontinue sustainable food transitions. Our finding also illustrates that time impacts 

information use, because participants were informed by comparing changes of sensory (e.g., numbers of pollinators) 

and embodied information (e.g., temperature) before and after their sustainable behaviors. It echoes Dervin’s Sense-

Making (Dervin, 1999) that conceptualizes a human living in a time-space. Lastly, food providers could present 

more sensory and embodied information (e.g., visualizing sustainable changes over time) to encourage sustainability 

transitions.  

LIMITATIONS AND FUTURE RESEARCH 
First, participants lack gender, racial, geographical, and political diversity. Second, we have a small sample size 

(n=6) in this pilot study. Research is ongoing and the theoretical sampling process will continue until we reach 

saturation (Charmaz, 2014; Corbin & Strauss, 2014; Low, 2019). Third, participants in our study went beyond 

sustainable food consumption by engaging in other aspects of their life (e.g., fashion, waste disposal). Therefore, our 

study shows a fruitful result of studying the nuanced and multifaceted concept of sustainability in the IB/IP field 
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ABSTRACT 
Library services go beyond knowledge gatekeepers in the current information-rich environment and provide 

outreach services to their communities. This paper analyzed 85 job postings from ALA Job lists that included the 

term “outreach” and analyzed job titles, duties, and qualifications in a 3-dimensional plot. Implications for 

information science education are also discussed. Findings from this study may help library and information science 

programs strive to adapt their curriculum to meet market needs. 

KEYWORDS 
Community outreach, libraries, data visualization, knowledge and skills  

INTRODUCTION 
In the current information-rich environment, there is increasing demand to connect people to information and to 

succeed in a resilient information environment. Many libraries have adapted from knowledge gatekeepers and begun 

providing innovative outreach services to their communities. This preliminary study aims to explore expected 

knowledge and skills for outreach librarians and offer suggestions for library education based on current market 

needs. The research questions for this study are 1) What are the expected knowledge, skills, and qualifications for 

outreach librarians? 2) How are libraries adopting outreach services?  

LITERATURE REVIEW 
Library outreach is reflected in multiple ways, including collaborative programs and joint events with community 

members and, more formally, partnerships with community members that will share the cost of revenues of the 

collective effort. Library community outreach can be reflected in expected qualifications, knowledge, and skills 

from some public job postings. Library services have evolved from a traditional desk model and their assigned areas. 

Studies found reference, subject, and liaison librarians tend to be more visible to users and communities and an 

integral part of online and in-person instruction (Johnson, 2018; Tumbleson, Burke, & Long, 2019; Zanin-Yost, 

2018). In addition, academic libraries can market their services at campus events and share resources for sponsoring 

events, such as open houses, orientations, and book sales (LeMire & Ballestro, 2019).  

METHOD 
The authors sampled 85 job postings from the American Library Association job posting site (joblist.ala.org) that 

included the keyword “outreach” and were open from April 22 to May 26, 2021. The authors conducted content 

analysis on job postings. For each job posting, the title, job duties, and qualifications were coded by researchers on a 

scale of 1-5, where 1 represents the first stage of the adoption of library outreach, and 5 represents the last stage. 

Each job posting and its title, duties, and qualifications were covered in a 3-dimensional vector space (title score, 

duties score, and qualification score). Histograms of each score and the vector space were illustrated in a 3D 

coordinate to demonstrate the distribution of each job posting (see Figures 1-4 below).  

DATA AND RESULTS 
Out of these 85 job postings, all but 3 were full-time positions. Among these 82 full-time positions, only one stated 

full-time entry-level, seven did not answer entry level or not, and all others were not entry-level positions, requiring 

1-2 years, 3-5, or more than five years of experience. The titles of these jobs reflected different adoption stages of 

library outreach: from “reference/instruction librarian” (knowledge or persuasion stage), to “instruction and outreach 

librarian” (implementation stage), or “outreach librarian” (confirmation stage). Figure 1 shows the histogram of job 

titles related to outreach. 

 

Figure 1. Histogram of Job Titles Related to Outreach 
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Regarding job duties, the percentage of work related to outreach activities was calculated for each posting. Figure 2 

illustrates the histogram of job duties related to outreach. 

 

Figure 2. Histogram of Job Duties on Outreach 

Job qualification was coded based on description compared to different stages of innovation. For example, the 

description of knowledge, skills, and abilities related to outreach – such as teaching, research assessment, public 

communications, promotion, and marketing – were coded and analyzed using a histogram. Figure 3 illustrates the 

histogram of job qualifications on outreach. 

 

Figure 3. Histogram of Job Qualifications on Outreach 

The authors also visualize job postings related to outreach in a 3D coordinate to compare the distance between job 

postings on scores on stages of innovation. The clustered dots mean these job postings are more related and deserve 

a detailed look at trends and commonalities. Figure 4 illustrates the frequency of different scores along the title, 

duties, and outreach axes, with the larger spheres indicating more job postings with that combined score. 

 

Figure 4. Cluster Job Postings in the 3D Environment 

Here are examples of the knowledge and qualifications of outreach librarians:  

“Collaborates with library team and university stakeholders to develop, foster, and market library events 

and exhibits that are educational, informative, innovative, and entertaining. Works in collaboration with 

librarians to identify and develop strategies to enhance perceptions of the library and improve user 

engagement with library programming." 

“Essential Job Functions:  … implementing outreach services in accordance with organizational strategic 

plan and priorities; trains new and current library staff at library locations in effective community outreach; 

oversees the implementation of outreach-related policies and procedures for staff and customers; provides 

inclusive services to patrons from a large array of national, lingual, and cultural backgrounds.” 

IMPLICATIONS AND CONCLUSION 
Job descriptions revealed traditional information science training still covers needed skill sets, such as 

communications, critical thinking, teaching, assessment, and research. In addition, outreach librarian positions 

emphasize marketing and promotion skills, which do not seem to be represented in information schools. An 

unfamiliar environment brings new challenges for outreach librarians. Currently, users may feel overwhelmed with 

information or misinformation in social interactions, and there is a need for librarians to be able to teach, promote, 

communicate, and perform research and assessment to conduct better information services. A curriculum on library 

outreach may meet such market needs.  
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ABSTRACT 
This work-in-progress study investigates the information sharing behavior of different levels of Twitter influencers 

within the context of the #BlackLivesMatter social movement and its related discussions #AlllivesMatter and 

#BlueLivesMatter during the 2-week period around Derek Chauvin’s trial. Using qualitative content analysis and 

quantitative machine learning methods, we analyzed over one million retweets to test if different levels of 

influencers tend to spread different kinds of information in the discussions around #All/Black/BlueLivesMatter on 

Twitter. We found out that different levels of influencers tend to spread different information within and between 

the #All/Black/BlueLivesMatter, and we offer some explanations through the lens of curation logics. We suggest 

that different levels of influencers may be exposed to different incentives, and be facing different social norms, 

which leads to different information behaviors. This work-in-progress study contributes to updating the theory of 

curated logics, virality, and influencers, as well as provides empirical data for the discussions of the 

#BlackLivesMatter social movement and its related discussions of #AllLivesMatter and #BlueLivesMatter.  

KEYWORDS 
BlackLivesMatter, Curated flows, Virality, Influencers 

INTRODUCTION 
This study leverages the concept of social media influencers (Freberg et al., 2011), people who have some influence 

over other social media users, along with the theory of curation logics, which posits that actors’ decision to share, or 

curate content is driven by the incentives they face and the social norms within which they are embedded. Our 

influencers are the actors who spread Twitter messages related to Derek Chauvin’s trial between April 13, 2021, to 

April 27, 2021. The trial found Chauvin guilty on all counts of killing George Floyd and was closely followed in the 

Twitter discussion space of #BlackLivesMatter. 

Using both qualitative and quantitative methods, this work-in-progress study shows that different levels of 

influencers tend to spread different kinds of messages. From this we argue that influencers face different curation 

logics, which impacts what they share. We also argue that Nahon and Hemsley’s (2013) theory of how content goes 

viral could have more explanatory power with these updated concepts. This research contributes to the study of viral 

events on social media, the theory of curation logics and the literature around influencers  

BACKGROUND 
#BlackLivesMatter (BLM) began in 2013 as a collective of Black radical organizers and self-identified Black/Queer 

feminists, Patrisse Cullors, Alicia Garza, and Opal Tometi (Freelon et al., 2016, 2018; Gallagher et al., 2018; 

Stewart et al., 2017). They organized in response to the death of Trayvon Martin and George Zimmerman’s acquittal 

(Tillery, 2019). While initial uptake of the hashtag #BlackLivesMatter was small (Freelon et al., 2016), it has grown 

into a large movement in the last eight years, far beyond the original organization. Not long after BLM formed, 

#BlueLivesMatter and #AllLivesMatter as hashtag movements quickly followed (Carney, 2016).  

To understand the logics around sharing viral content in such a social movement we turn to (Thorson & Wells, 2015, 

2016)’s theory of curated flows, which describes how people select information to share into their own networks. 

Curation decisions are based on the incentives and social norms that actors face. As such, we might expect that 

actors in #BlackLivesMatter and #BlueLivesMatter networks might face different incentives and norms. Similar to 

some other studies (Hemsley, 2019; Jackson, 2020), we break down the levels of influencers in our study based on 

their follower numbers. Specifically, our research questions are: 

RQ1: Do different levels of influencers curate different types of information about #BlackLivesMatter on Twitter? 

RQ2: Are there differences in message type and influencer curation for #BlackLivesMatter, #BlueLivesMatter, and 

#AllLivesMatter? 



 

ASIS&T Annual Meeting 2022 64  Posters 

METHOD 
We used Twitter’s streaming application programming interface (API) to collect Tweets during the week before and 

after Derek Chauvin’s trial: April 13, 2021, to April 27, 2021. We then used supervised machine learning to analyze 

the data. During this time Twitter had 2,634,951 tweets matching the terms BlackLivesMatter, BlueLivesMatter, and 

AllLivesMatter. Of these, 1,586,376 are retweets (60.21%). Using qualitative coding techniques (Elliott, 2018), 

three researchers worked together to first code a random sample of 200 tweets (retweets were not coded). This led to 

an initial emergent set of categories that the researchers felt might shed light on differences in influencer’s curation 

behavior. We then developed 6 categories: Support, Opposition, Disruption, Informative, Reframing, and Not 

Relevant. Next, we coded another 1100 tweets separately and the intercoder reliability was higher than 75%. We 

used the 1300 tweets as a “gold label” data set to train machine learning models (Géron, 2019). An initial run using 

the Gradient Boosting Classifier with default parameters achieved the highest accuracy at 63%, but we plan to 

further improve the models using hyperparameter tuning and adding significantly more data to the gold labeled 

dataset. We then ran the models on all the retweets.  

While we are still coding and improving the models, this work-in-progress paper presents the results we have at the 

moment. Having the models trained on all the kinds of messages that people sent and run on the kinds of messages 

that influencers retweeted helps us understand the kinds of messages that influencers are curating. Similar to what 

others have done (Hemsley, 2019; Jackson, 2020), we break down the levels of influencers in our study based on 

their follower numbers. Table 1 summarizes the different levels of influencers in this study. 

 
Table 1. The Influencer Levels defined in This Study 

RESULTS 
We used Fisher’s exact test to answer RQ1, and we find that different levels of influencers do tend to curate, or 

retweet, different message categories (p-value < 0.0005). As can be seen in figure 1 (we excluded the Not Relevant 

category in figure 1 because it does not require a specific #All/Black/BlueLivesMatter group), within 

#BlackLivesMatter data, Mega-level influencers tended to post relatively more Informative and fewer Disruption 

tweets, whereas those in the Middle-level tended to post relatively more disruption tweets. Given that influencers at 

the mega level are often news channels, who have an incentive to appeal to the widest audience possible, and have a 

journalistic norm for neutrality, we expect them to avoid being disruptive, and instead to be informative, which is 

what we have found. Indeed, in the #BlackLivesMatter group, Mega-level influencers only curated support and 

informative messages, while small or tiny influencers curated content in all 5 categories. In general, except for 

Mega-level influencers, reframing messages were curated more frequently than informative. Tiny and Small-level 

influencers tended to be more similar and tended to current the highest rates of Support messages. These small and 

tiny level influencers are the largest groups and so probably face the widest range of norms and incentives, therefore 

it makes sense that they cover a wide range of content. 

With respect to RQ2, we do see differences in message types and influencer curations. For example, support was the 

most frequently curated within #BlackLivesMatter and #AllLivesMatter, while for #BlueLivesMatter it is 

Opposition. #BlueLivesMatter has a much even distribution of message types that influencers curated, while 

#AllLivesMatter is more similar, but not as uneven, as #BlackLivesMatter. Based on the information behavior 

differences between different levels of influencers, we suggest that there is nuance at different levels and influencers 

face different curation logics (Thorson & Wells, 2015, 2016) at these different levels, which impacts what 

information they choose to spread. 

CONCLUSION 
In this work-in-progress study we aim to update Nahon and Hemsley’s (2013) conception of virality by applying the 

framework of curated flows (Thorson & Wells, 2015, 2016) to discuss the information behaviors related to the 

#BlackLivesMatter social movement. Using both qualitative and quantitative methods, we find differences in 

different levels of influencers curation behavior within and between #All/Black/BlueLivesMatter. We offer some 

observations about the differences in logics (incentives and norms) that they might face. In future work we intend to 

expand our qualitatively coded gold label dataset, which we believe will improve the performance of our models. 

And while space requirements limited our ability to delve more deeply into how the concept of influencers and 

curation logics can update the concept of virality, we intend to follow up this theoretical work. Overall, this work-in-

progress study contributes to literature about curated flows as well as the #BlackLivesMatter social movement. 
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ABSTRACT 
This research proposes a study that is part of a larger, interdisciplinary, and multi-institutional project that examines 

the usability of VR training for library and information science (LIS) graduate students and professionals in gaining 

skills for interacting effectively with patrons in crisis. This project is entirely novel and innovative in its approach. 

To date, no virtual reality training for crisis management in libraries exists. Additionally, we hypothesize that our 

project will ultimately enable us to: reach a wider audience with training; consider the usability of VR training in 

LIS education; introduce training in low-stakes environments that does not pose harm to patrons in crisis; engage 

students in an immersive learning experience. This project can create possibilities for how we approach LIS 

education within our department and support training students in vital, but difficult to teach, soft skills such as 

empathy and communication (Saunders & Bajjaly, 2021). 

KEYWORDS 
virtual reality; social work education; library and information science education; crisis intervention; Mozilla Hubs 

INTRODUCTION 
Library staff tirelessly continue to support individuals in their communities, and those efforts have been particularly 

challenging in recent years, and since the onslaught of the COVID-19 pandemic. As a result, library staff face 

particular difficulties when it comes to balancing the needs of library patrons with taking care of themselves. A 

crucial component in finding that balance involves bolstering training for librarians so that they feel empowered to 

support patrons in crisis effectively and confidently (Ogden and Williams, 2022). Trauma-informed social work 

approaches that focus on well-being theory can frame and enhance librarian training and overall professional 

practice (Wahler et al., 2020). Recent trends in higher education emphasize the use of virtual reality for training pre-

service professionals (Kourgiantakis et al., 2020; McGarr, 2020). Studies in education and social work highlight the 

benefits of virtual simulations, including repeated practice without risk of harm to students, increase in student 

motivation, ability for instructors to provide feedback, and virtual environments as a "safe space" to make mistakes 

(McGarr, 2020). Although the use of virtual reality (VR) in training social workers and educators has become more 

popular, similar approaches have not been adopted in LIS education. This study addresses this need in the context of 

training LIS students to interact more effectively with patrons in crisis. Our project examines the following: 

1) How virtual reality training approaches using head-mounted displays (HMDs) and the social VR platform, 

Mozilla Hubs, can be implemented to support training librarians and LIS students to build communication 

and de-escalation skills and confidence in interacting with patrons in crisis. 

2) The usability of virtual reality training approaches using head-mounted displays (HMDs) and the social VR 

platform, Mozilla Hubs, for training librarians and LIS students. 

METHODOLGY 
Ten participants (six female, two male, one non-binary, one unsure (between male and non-binary), all between 20-

39 years old) were recruited from the LIS school graduate program at Simmons University to take part in the study. 

The study consisted of a training session with each of the participants using an Oculus Quest 2 VR headset and a 

public library environment created by the researchers in the social VR platform, Mozilla Hubs. Each session 

included pre-and post-session questionnaires. The pre-questionnaire is from Herrera et al. (2018), Building long-

term empathy: A large-scale comparison of traditional and virtual reality perspective-taking. The post-questionnaire 

is created by the researchers where some questions are based on the mental illness questionnaire developed by 

Cohen and Struening (1962) and other questions that address the effectiveness of training, the usability of VR 

headset and platform, and the potential of VR for education in library and information science. The questionnaires 

also address the following: demographic data; experience in crisis management and communication/de-escalation 

skills; and experience with different technologies. The exercises implemented in VR have been used by one of the 

authors during in-person and zoom-based training workshops with staff at libraries throughout the state of 

Massachusetts.  
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The outline below describes the activities for a typical session:  

Participants sent a profile picture to the researchers one week before their session. The researchers created avatars 

for the participants using their pictures and ReadyPlayerMe, an online tool for creating avatars. The sessions were 

held in the researcher’s lab. Prior to the session, participants completed the informed consent and pre-session 

questionnaire. Next, participants were given instructions on how to use the headset and enter the session room in 

Mozilla Hubs which was created by the researchers. The following session structure is based on learning de-

escalation techniques. In the session, the participant watched a video with the instructor presenting a training session 

on implementing TACOS (Threaten/Argue/Challenge/Order/Shame), a set of de-escalation skills, inside the virtual 

environment. After instruction, the participant watched a video created by the researchers role-playing inside the 

virtual environment in Mozilla Hubs which researchers rendered to look like a public library (see Figures 1 and 2).  

                 

Figures 1 and 2: Screenshots of the simulated public library and the scenario video created by the researchers 

in Mozilla Hubs watched by the participant 

Scenario: Your regular patron, Keith, is using the computer again today (he spends about an hour or two most days 

the library is open on the computer). You have noticed recently that Keith has started mumbling to himself while 

using the computer. He has also mentioned that other patrons using the computer nearby are watching him. Today, 

while using the computer, all of a sudden, he jumps up, pushing his chair over, and walks toward the front desk. He 

tells you that Laura was sent here from a different planet to kill him and that she was watching his every move, and 

he’s sick of it. 

After the close of the virtual training session and role-play, students completed the post-session questionnaires. 

Additionally, since Mozilla Hubs is open source, we have created an instance that allows us to collect user behavior 

data from the participants (gazing, position, whether people are talking and how loud, and hand gestures). We will 

use artificial intelligence (AI) to train the models for data analysis. Communication and de-escalation skills involve 

many physical behavioral cues, which may correlate to specific user behavior data that will be collected during 

sessions. 

RESULTS 
We are currently in the process of analyzing the data. One finding is that all of the participants said that they felt 

more confident in their ability to work with library patrons with mental illness as a result of the training in the VR 

session. Additionally, all of the participants felt that teaching LIS students’ skills like crisis communication in a 

public library in VR is effective. We will have more results to report on in time for the Annual Meeting in October 

2022. Additionally, we will be bringing Oculus Quest 2 headsets to the Annual Meeting so attendees can interact 

with our training session and our virtual library environment in Mozilla Hubs. 

CONCLUSION 
Our analysis of recent trends in the literature emphasizes the potential of VR for LIS education. Our systematic 

literature review provides the basis for a study that examines how virtual reality training approaches may be 

implemented to support LIS students to build communication and de-escalation skills and confidence in interacting 

with patrons in crisis. Therefore, our project examined the viability and usability of VR training for this skill 

development using the social VR platform, Mozilla Hubs. 
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ABSTRACT 
Collection development policies for university special collections and archives guide archival appraisal, which is the 

process by which archivists determine the value of an item. Much has been written about appraisal theory, but little 

is known about archivists’ actual appraisal practice and how collection policy guides such practice. The object of 

this paper is to explore the appraisal practices of archivists by examining collection development policies. As a 

preliminary examination, this study analyzed the collection development policies of seven Texas tier-one 

institutions. The most common component of the policies was a statement on the types of items collected or 

excluded. The study also found that the language used for these formats varied considerably with no standardization. 

The policies themselves also varied widely in detail. 

KEYWORDS 
University special collections, Appraisal, Selection, Collection development policy 

INTRODUCTION 
Special collections are departments of libraries that house “material in any format, such as rare books, manuscripts, 

photographs, institutional archives, that are generally characterized by their artifactual or monetary value, physical 

format, uniqueness or rarity, and/or an institutional commitment to long-term preservation and access” (Dooley & 

Luce, 2010, p. 16). The items in such collections often have restricted access and are not available in open stacks 

because of their uniqueness and rarity. They are regarded as special importance to the community that the library 

serves. For instance, special collections in academic libraries support the academic curriculum and research needs 

unique to the institution (American Library Association, 2017). It should be noted that university archives are 

another type of archive that deals with collecting items related to a university's history. University archives and 

university special collection and are often seen together within academic libraries. 

Appraisal is an intellectual process carried out by archivists who determine what items have value and will be 
preserved in the archive. It is the process that a collection development policy is meant to assist. There has been 

much discussion about the archival theory of appraisal, but little examination of the archivist's actual appraisal 

practice and process has taken place (Marshall, 2002). Further, how collection development policies guide process 

and decision-making related to appraisal is not well documented. 

In the case of academic libraries’ special collections, a survey conducted by the Society of American Archivists 

(2017) found university archives and university special collections were more likely than other types of archives to 

have a collection policy and to have made that policy publicly available. However, how well academic libraries have 

implemented their collection development policy in their appraisal process and how much depth and breadth of 

information is being provided in the policy have not been much discussed in the literature. As university special 

collections are becoming recognized as a valuable scholarly and pedagogical resource in higher education 

institutions, it is worthwhile to examine such policies to better understand how appraisal affects the formation of 

collections. 

METHODOLOGY 
As a preliminary investigation, the sample of special collections from tier-one research universities in Texas was 

used in this study. Tier-one research universities were chosen because it is believed that they are likely to have a 

separate department for special collections and higher number of staff/funding, resulting in them being more likely to 

have established policies. 

The initial search began by navigating to the university library special collections website and searching for a 

collection development policy. A further search was performed on Google using special collection* AND 

(collections development policy OR collection policy OR collecting policy OR appraisal policy) AND site: 

institution’s URL. We found that some institutions have multiple policies that serve different types of materials in 

their special collection; in this case, different policies were combined into one document and treated/analyzed as a 

single policy for coding. 

QDA miner was used for data organization and coding. Coding began by using the criteria originally established by 

Philips (1984), who developed the criteria to aid in the creation of a collections development policy for a manuscript 
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collection. In an iterative process, such criteria as initial categories were applied to the data, and then refined as new 

categories rose. Some of the subcategories, such as the different types of users, were combined for simplicity. 

RESULTS 
Of the 11 academic libraries targeted in this study, seven had a policy that was located. 

Purpose of the institution and/or collection 
Of a total of seven policies, a statement of purpose for the institution or collection was in 36% of the policies. The 

type of program supported, and the clientele served were stated in the same number of the policies. Most institutions 

emphasize the needs of their community users, including students, faculty, scholars, and other researchers. Such 

needs include research, instructional, and reference purposes. 

Priorities and limitations of the collections 
Overall, collection development policies examined in this study addressed the breadth and depth of the collection’s 

focus. All the policies located mentioned either the type of the items they collect or exclude. The levels of collection 

intensities (e.g., minimal, basic, instructional, research, comprehensive) appeared in 28% of the policies. 

The subject areas collected were described in 36% and were broad from Mexican Americans and LGBTQ 

communities to Texas history and military history. The languages collected were described in 28% of the policies; 

most institutions extensively collect English and Spanish language resources. Chronological periods and geographic 

areas covered by the collection were mentioned in 28% of the policies respectively. The emphasis of those policies 

is often on the city where the institution is located, Southwest United States, and Mexico, but other geographic areas 

may be considered, especially if items have significant research value. Statements about the inclusion of university 

archives, which typically include both official university records and materials regarding the university's history 

donated from students, faculty, and alumni, appeared in 28% of the policies. 

Formats collected in 
The format items were categorized into several groups. The most common statement about the format was an 

indefinite statement occurring in 85% of the policies. These indefinite statements took the form of any and other; 

this is a general list but not limited to these formats. As for format type, still image, such as photographs and maps, 

as well as text, such as digitized rare books and oral history transcripts, are popular formats collected in academic 

library special collections as they appeared in all the policies examined in this study. Sound records and moving 

images were included in 85% and 71% of policies, respectively. Physical object, such as memorabilia, appeared in 

57% of the policies. Interactive resource like websites was located in 42%. 

Acquisition, deaccession, and outreach 
Almost half of the policies described the acquisition method, either through accepting donations or purchasing 

items. Deaccession policy, which describes how items will be removed from the collection, was detailed in 28% of 

the policies. Only one has a statement about cooperative agreements with other institutions. Not mentioned in any of 

the policies were statements of resource sharing, procedures affecting the policy, and procedures for monitoring the 

policy. 

DISCUSSION 
This study found that the collection development policies varied widely in detail. It is clear that the components of a 

collection development policy are not standardized. The lack of standardization makes comparisons and evaluations 

of appraisal decisions difficult. Similarly, the terms used for formats varied dramatically. More importantly, the 

format lists appear partial, and the inclusion of indefinite terms does not appear to truly limit the formats collected. 

Before categorization, many of the formats were not actually formats, such as ephemera, or were vague, such as 

removable electronic media. With such variance in the policies, are archivists’ actual practices as dissimilar? 

This study also found four institutions do not have publicly accessible collection development policies; it was 

assumed they may not have a policy or could be using a policy for internal purposes only. However, the number of 

policies found online in this study is more than in previous studies (e.g., Marshall, 2002; Wink, 2010). Additional 

studies will expand upon the number of university special collections examined and contact universities without 

policies online. 

CONCLUSION 
This study sought to explore the appraisal practices of university special collection archivists by examining their 

collection development policies posted online. There were considerable variations between the number of policy 

criteria listed within the collection policies of the university special collections. The results from this study have 

important implications for literature regarding the role of collection development policy in appraisal practice and 

process. 
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ABSTRACT 
Predicting perceived difficulty on a web search task is an open problem in the interactive information retrieval field. 

A common approach to tackle it, is through features obtained from full search sessions, which are then used to train 

classification models. In this poster we attempt to predict perceived task difficulty at different stages of the search 

process. To do so, we use the spectrum kernel for support vector machine (SVM) classification. Our preliminary 

results suggest that by using behavioral data from the first query segment, it is possible to provide timely 

classifications of whether a search task is perceived as hard or easy. 

KEYWORDS 
Search task difficulty; search behaviors; web search 

INTRODUCTION AND BACKGROUND 
Task difficulty is a well-known facet of search tasks (Li & Belkin, 2008). Due to its subjective nature (i.e., it 

depends on the searcher), it has been studied through users’ behavioral data. Some have faced the problem as a 

prediction task (e.g., Arguello, 2014; Liu et al., 2014) and have tackled it through machine learning models such as 

logistic regression and decision trees. As inputs for training such models, feature vectors of aggregated numeric 

variables (e.g., action counts, means, dwell times, etc.) have been used. A major problem with aggregated data to 

express a given feature is the loss of dynamic aspects of the search process. For instance, the number of clicks does 

not indicate when and where each individual click was performed. Likewise, query length does not reveal how the 

query was formulated in terms of pauses and query editing. Unlike previous approaches, in this poster, we attempt to 

predict task difficulty by using a representation of users' actions capable of expressing the dynamics of the search 

process itself. More specifically, we use the spectrum kernel for support vector machines (SVM) (Leslie et al., 

2002). To use this kernel, all user actions are expressed as discrete-time character sequences (we refer to such 

sequences as action strings). Such micro-level actions could act as proxies of cognitive and metacognitive processes 

(Mostafa & Gwizdka, 2016). 

METHOD 
We conducted a user study following a rotational design. We recruited 63 participants (68.25% men, and 31.75% 

women). Their ages ranged between 18 and 63 years old (M=22.02, SD=6.73). All participants in this study signed a 

consent form. The study was performed online using a system called LETICIA. This system offers a simulated web 

environment, a search engine, and a controlled collection of Web documents. In addition, the system controls the 

study protocol and logs users’ actions (e.g., keystrokes, mouse actions, visited links, queries, etc.). Within the 

system, a user can formulate queries, explore search results, and bookmark those that are found to be relevant for a 

given task. Regarding the latter, participants faced three tasks contextualized in different scenarios. In each task 

participants were required to search for information to answer the following questions: (Task 1) How does quantum 

computing work? and what are its potential uses?, (Task 2) Can black holes “swallow the Universe”? and what 

happens inside a black hole?; and (Task 3) What happens when we dissolve salt in hot water (compared to cold 

water)? 

After showing the search task description to participants, they filled out a pre-task questionnaire to self-report their 

perceived task difficulty according to five dimensions (Capra et al., 2015): (1) Building search queries, (2) 

understanding search results, (3) establishing if results were useful, (4) determining when to stop searching, and (5) 

overall difficulty. Answers were given on a 6-point Likert scale. Then, the perceived difficulty for each user and task 

was determined by the rounded mean of the answers. Finally, the resulting score was coded as follows: scores of 3 

or less were coded as “easy”, whereas those higher than 3 were coded as “hard.” After the pre-task questionnaire, 

participants were instructed to search for information, and bookmark at least three relevant documents in order to 

continue with the following search tasks. Overall, participants were given 25 minutes to complete all search tasks. 

DATA PROCESSING 
Action logs were segmented by user and query segment. A query segment includes all user actions from the start of 

a query formulation up to before the next query formulation. We coded each user action as an individual character 

(Table 1). Then, with the coded data we built action strings for each query segment. Each action string had two 

variants: Standard (considering all actions) and simplified (multiple consecutive occurrences of the same action 
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were replaced by a single character). For instance, for the following standard action string 

“ECMCCFCWWWWWWW_WWWQ” its simplified version would be “ECMCFCW_WQ”. 

S Scroll Page B Bookmark Page 

C Mouse Click T Timeout Triggered 

E Page Enter R Finish Search Task 

X Page Exit P Long Pause Between Keystrokes (>1.2 s) 

P Use SERP Pagination p Short Pause Between Keystrokes (0.5-1.2 s) 

F Query Box Focus _ Space Keystroke 

f Query Box Blur Y Enter or Tab Keystroke 

Q Search Query Sent D Backspace Keystroke 

H Search Result Click d Delete Keystroke 

M Show Task Description W Alphanumeric Keystroke 

Table 1. User actions logged during the study and their corresponding character codes 

Next, we added to each action string the corresponding class (hard or easy) according to the perceived task difficulty 

obtained during the pre-task questionnaire. Since the resulting dataset was unbalanced (115 query segments came 

from an “easy” task and 84 came from a “hard” one), an oversampling technique was applied (Mohammed et al., 

2020). Then, this dataset was used to train an SVM model with the spectrum string kernel, using 10-fold cross-

validation. The area under the ROC curve (AUC) was used as the evaluation measure for classification performance.  

RESULTS 
Classification results are described in Table 2, considering both the complete session (all) and the first query 

segment (1qs) for each task performed by the participants. 

Dataset AUC (unbalanced) AUC (oversampled) 

1qs-simplified 0.605 0.758 

1qs-standard 0.564 0.621 

all-simplified 0.586 0.607 

all-standard 0.506 0.572 

Table 2. Classification results of action strings using the spectrum string kernel 

CONCLUSION AND FUTURE WORK 
The results obtained from the classification models show that the best performance is obtained at the first query 

segment with a simplified action string. It is also worth noting that the oversampling technique enhanced predicting 

performance. Implications of this preliminary work may offer new insights into the timely support that can be 

offered to searchers depending on their task difficulty perception. Such support could be expressed in various forms 

including search assistants, reorganization of search results, and query suggestions, to name a few. Future work will 

be focused on fine-tuning these models and analyzing the search patterns formed in the action strings. 
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ABSTRACT 
We conducted an exploratory study of the links found in Twitter tweets. Our results showed that the largest category 

of tweet links was social media platforms followed by alternative news sites. Government agencies and educational 

institutions were under-represented. In terms of relevance, about 75% of the links were related to COVID-19 but 

disappointingly, only 40% of the links were directly related to their respective tweets' topics. 

KEYWORDS 
COVID-19, pandemic, Twitter, tweets, links, type, relevance 

INTRODUCTION 
During the COVID-19 pandemic, users have generated an immense quantity of social media content. Twitter tweets, 

in particular, have often been used for analysis because they are regarded as a valuable source of data in the 

surveillance of diseases (e.g. Sinnenberg, et al., 2017). More importantly, Twitter is in active use by governments, 

organizations and individuals for the sharing of COVID-19 information. 

The restricted length of a tweet is a double-edged sword. On the one hand, information is packaged into small 

chunks that can be quickly read. On the other, there is a limit to the amount of information each tweet can convey. 

Consequently, links are typically embedded, presumably to lead users to Websites with elaborated content or as a 

citation source. However, it is evident in many contexts that not all links serve these purposes. For example, links 

may be clickbait or serve other malicious purposes (Jamison, Broniatowski, & Quinn, 2019). 

In the COVID-19 context, tweet links play an important role in the dissemination of public health information. 

However, if misused, fake news and other forms of disinformation may be spread instead. Surprisingly, there is, to 

our knowledge, little current work that has investigated the types and relevance of tweet links found about COVID-

19. The present study thus aims to answer the following questions: (1) What types of Websites do the tweet links 

about COVID-19 point to? (2) Are these Websites relevant to COVID-19 and their respective tweet topics? 

METHODOLOGY 
Data were drawn from a project that collected COVID-19-related tweets (Chen, Lerman, & Ferrara, 2020). We 

selected a date range of one week, between 9 to 16 November 2020, comprising 189,071 tweets. This period was 

chosen as it represented one week after Pfizer and BioNTech announced the first vaccine efficacy results (Business 

Wire, 2020), providing hope, controversy, and plenty of online chatter. Next, tweets without links were discarded, 

resulting in a remainder of 56,577. Following this, a random sample of 4001 tweets was selected. This random 

sampling approach is consistent with prior public health research using tweets such as Cavazos-Rehg et al. (2016). 

Finally, for each of the 4001 tweets, its link was followed by three researchers independently. The link was checked 

to see if it was still accessible. If so, the type of Website was noted. Next, the link's content (Website) was read and 

ascertained if it was relevant to the tweet's topic.  Once all the tweets were analyzed, the researchers discussed their 

respective results to resolve differences until consensus was reached. 

RESULTS 
Our analysis showed that the largest category of tweet links was social media platforms such as Facebook, 

accounting for 2032 (51%) links. Next came alternative news sites at 614 (15%) links, followed by mainstream news 

sites at 531 links (13%). At the other end of the spectrum, there were only 62 government Websites (1.5%), with 

online stores and educational institutions having the smallest share at 27 (0.7%) links. Approximately 7% or 285 

links were not accessible. Table 1 shows the distribution of links by type of Website. 

To answer the second question on relevance, the final row of Table 1 shows that of the 4001 links in our dataset, 

3010 (75%) were relevant to COVID-19. However, there were only 1597 (40%) links that were directly relevant to 

their respective tweets' topics, meaning that the majority of links were not topically relevant.  

Delving deeper into each category, the top three link categories that were most relevant to COVID-19 were 

mainstream news, alternative news and educational institution Websites. The three least relevant categories were 
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commercial Websites, online stores, and those that were not classifiable. Link categories that were most relevant to 

their respective tweets' topics were educational institutions, mainstream news and government-related Websites. 

Conversely, those that were not relevant were online stores, databases and those that were not classifiable. 

 All Tweets Relevant to COVID-19 Relevant to Tweet 

Type Number Percentage Number Percentage Number Percentage 

Social media 2032 50.79 1597 78.59 760 37.40 

Alternative news 614 15.35 554 90.23 353 57.49 

Mainstream news 531 13.27 506 95.29 309 58.19 

Commercial 113 2.82 72 63.72 31 27.43 

Government 62 1.55 52 83.87 36 58.06 

Non-profit 52 1.30 40 76.92 18 34.62 

Databases 43 1.07 34 79.07 10 23.26 

Personal website 30 0.75 24 80.00 17 56.67 

Online store 27 0.67 7 25.93 4 14.81 

Educational 

institution 

27 0.67 24 88.89 16 59.86 

Other 185 4.62 100 54.05 43 23.24 

Not accessible 285 7.12 - - - - 

Total 4001 100 3010 75.23 1597 39.92 

Table 1. Distribution of links by type of Website 

DISCUSSION AND CONCLUSION 
Our findings show that while there was a variety of link types posted in our dataset of COVID-19 tweets, their 

distribution was uneven. In particular, we were surprised to see that slightly more than half of the links pointed to 

social media content. Unfortunately, sites where credible information could presumably be found, such as 

mainstream news, governmental organizations and educational institutions were not well-represented. Collectively, 

these three categories comprised only about 15% of all links analyzed. Our results reinforce the prevailing notion 

that social media is a major source of news. 

While it was heartening to see that the majority of tweet links (approximately 75%) were relevant to COVID-19, this 

also meant that around a quarter were unrelated, which is not an insignificant number. Alarmingly, when we 

checked if the links were both relevant to COVID-19 and its respective tweet topic, slightly less than 40% met this 

criteria. Taken together, the under-representation of certain categories of information sources together with the large 

proportion of non-relevant links may mean that people who use social media as a platform for information seeking 

may at best, not meet their information needs effectively, and at worst, fall prey to misinformation. 

One important implication from the user's perspective is the need to be vigilant about links in online content, such as 

tweets. Users may exploit a hot topic, such as COVID-19, to advance an agenda, whether it is spam, advertising, or 

other deleterious aims. Admittedly, this may be challenging as URL shorteners are often used, masking the actual 

Website being referenced. The relative lack of links from official or more credible sources such as government 

agencies, educational institutions and mainstream news is another concern. Possible reasons include a lack of 

interest in posting such links by users, low levels of engagement by these organizations, or there are simply more 

people keen on posting other types of links. This requires further investigation. 

There are limitations in the present study that warrant future work. Due to the large volume of data. we did not 

investigate the quality of the Websites being linked. As well, we were not able to analyze all the tweets during the 

study's date range. Additionally, more recent time periods may yield different outcomes. Future work may also 

consider analyzing the links of other social media platforms. 

ACKNOWLEDGMENTS 
The authors would like to thank Tongxin Hou, Ying Li, Fei Tang, Jinghua Wang, Jingxia Xu, Yanxin Zhan for their 

assistance with data collection and analysis. 



 

ASIS&T Annual Meeting 2022 77  Posters 

REFERENCES 
Business Wire. (2020, November 9). Pfizer and BioNTech Announce Vaccine Candidate Against COVID-19 Achieved Success 

in First Interim Analysis from Phase 3 Study. 

https://www.businesswire.com/news/home/20201109005539/en/%C2%A0Pfizer-and-BioNTech-Announce-Vaccine-

Candidate-Against-COVID-19-Achieved-Success-in-First-Interim-Analysis-from-Phase-3-Study 

Cavazos-Rehg, P. A., Krauss, M. J., Sowles, S., Connolly, S., Rosas, C., Bharadwaj, M., & Bierut, L. J. (2016). A content 

analysis of depression-related tweets. Computers in human behavior, 54, 351-357. 

Chen, E., Lerman, K., & Ferrara, E. (2020). Covid-19: The first public coronavirus twitter dataset. arXiv preprint 

arXiv:2003.07372. 

Jamison, A.M., Broniatowski, D.A., & Quinn, S.C. (2019). Malicious actors on Twitter: A guide for public health researchers. 

American Journal of Public Health, 109(5), 688-692. 

Sinnenberg, L., Buttenheim, A.M., Padrez, K., Mancheno, C., Ungar, L., & Merchant, R.M. (2017). Twitter as a tool for health 

research: A Systematic Review. American Journal of Public Health, 107(1), e1-e8. 

 



 

85th Annual Meeting of the Association for Information Science & Technology | Oct. 29 – Nov. 1, 2022 | Pittsburgh, PA. Author(s) retain 

copyright, but ASIS&T receives an exclusive publication license. 

ASIS&T Annual Meeting 2022 78  Posters 

Sensitively Describing Objects Made to Represent 
Humans: A Case Study of Dolls at the Strong National 

Museum of Play 

Graf, Ann Simmons University, USA | ann.graf@simmons.edu 

ABSTRACT 
This poster will present early findings on a study of 188 records for dolls at the Strong National Museum of Play in 

Rochester, New York, examined for evidence of descriptive practices applied to objects representing non-white 

humans. The work represented herein is preliminary in nature and will provide a model for further, in-depth research 

on how catalogers approach description of objects that are not human, yet that represent humans real or imaginary. 

While much research has been carried out on culturally insensitive description and subject headings applied to 

racial, cultural, and other human groups (Drabinski, 2013; Roberto, 2008; Watson, 2021), there is a lack of research 

that examines the same kinds of description applied to objects that represent humans.  

KEYWORDS 
Museums; cataloging; knowledge organization; cultural sensitivity  

INTRODUCTION 
While much research has been carried out on culturally insensitive description and subject headings applied to 

racial, cultural, and other human groups ((Drabinski, 2013; Roberto, 2008; Watson, 2021), there is a lack of research 

that examines the same kinds of description applied to objects that represent humans, for instance dolls. Dolls 

depicting people of color were much less common in the United States during the first half of the last century, 

especially from commercial manufacturers. When available commercially, they were nearly always designed from a 

Western and white point of view, with a sense of exception to the white norm and an often othering and even 

demeaning presentation (see Ideal Manufacturing Company, 1896). Dolls representing people of color continue to 

be produced in seemingly smaller numbers than white dolls, though this gap is narrowing. I have examined 

historical commercial product catalogs from a few of the most popular and commercially successful doll 

manufacturers in the United States to assess availability of non-white dolls and how they were historically described. 

I have also interviewed a prominent black doll collector and online museum curator in the United States and a 

curator of dolls at a children’s museum in Boston to discuss further issues surrounding their description, including 

the challenges inherent in describing non-white dolls in collection databases without furthering historical 

insensitivities while providing accurate description for recordkeeping, retrieval, and research purposes.  

It must be stated at the outset that the challenges of creating sensitive and useful catalog records for manufactured 

objects, whether representing humans or not, is complex. There will be the necessity of recording the names given to 

objects by their creators or manufacturers, or taken from historical catalogs, that may not have been seen as 

offensive at the time by those in a position to control such things. These historical positions of power of course did 

not often respect the voices of the cultures that were represented by or produced the objects (Turner 2015, Brown 

2010). An example of this comes from a conversation with a curator at the Boston Children’s Museum while 

examining a black cloth doll from the late 19th to early 20th century. The doll was given to the museum and 

documentation that came with the doll used the word “mammy” to describe the person portrayed by the doll. This 

term implies a caricature of black women from the Civil War and post-Civil War era onward. This word may be 

found in a free text descriptive field in the record for this doll, but would not be the chosen term used by catalogers 

today to describe it [Farkas, personal communication]. Museums seek to preserve the history and provenance of an 

object, and any related textual information, yet also to apply appropriate and culturally sensitive descriptive 

terminology that will make the object findable in modern discovery systems. The purpose of this research is to 

examine the state of description of human-like objects and to create awareness within the museum and archives 

community of any sensitivity issues surrounding in dealing with cultural artefacts, with hope for responsive change 

if warranted. 

THE STRONG NATIONAL MUSEUM OF PLAY 
These considerations led me explore the records of a large museum collection of dolls, which I found available at 

the Strong National Museum of Play (hereinafter, the Strong) in Rochester, New York. The “Dolls” collection at the 

Strong is searchable online and currently contains 4,879 objects that are named as dolls (Dolls n.d.). The Strong’s 

collection website states: 

The Strong owns and cares for the world’s most comprehensive collection of toys, dolls, board games, 

video games, other electronic games, books, documents, and other historical materials related to play. This 



 

ASIS&T Annual Meeting 2022 79  Posters 

unprecedented assemblage offers a unique interpretive and educational window into the critical role of play 

in human physical, social, and intellectual development and the ways in which play reflects cultural history 

(Dolls n.d.). 

This large collection includes dolls from the 19th century to the present. The size of the collection and the 

availability of complete catalog records makes this an ideal test bed for an initial examination of descriptive 

practices applied to objects that represent non-white humans. 

THE DATA 
Working with a curator at the Strong, I was provided with descriptive catalog records for dolls in their collection 

that are part of their Diversity & Inclusion Initiative (188 records) and/or were tagged with the term “ethnicity” (923 

records).  Records were limited in this way for initial examination due to the large number of dolls in their 

collection. For this preliminary study, I have chosen to focus on the 188 records in the Diversity & Inclusion 

Initiative. These were downloaded in CSV format and imported into an Excel workbook for easier manipulation. All 

records were examined to determine trends and idiosyncrasies in descriptive terminology applied in free text 

description fields, title fields, and subject fields. 

CONCLUSION 
In this poster, I will discuss museum description of dolls over roughly the last century-and-a-half in the United 

States with particular attention to 188 non-white dolls within the Diversity & Inclusion Initiative at the Strong. I will 

focus on the challenges that institutional curators face when designing and maintaining appropriate, efficient, and 

sensitive records for these objects often created as playthings for children and that represent actual humans. The 

results of this methodology and analysis will be shared in the poster, as well as a response to the effectiveness of the 

methodology applied to the first, smaller group of doll records at the Strong.  

Testing the methodology described herein on a smaller collection of records will afford valuable insight to modify 

processes as needed before applying analysis to the second, much larger collection of records. This work is valuable 

to the field of library and information science by revealing how a historically dominant culture may easily 

perpetuate already well-researched cultural insensitivities in documentation practice for humans onto objects 

representing humans. It is hoped that the research will be valuable to create awareness of possible issues and to 

inform broader, inclusive, and respectful cataloging practices going forward.  
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ABSTRACT 
Around 120,000 people of Japanese ancestry was forced to remove into internment camps in the United States 

during World War II. Densho Digital Repository curates a collection of oral histories, which mainly includes 904 

filmed interviews about “Japanese American incarceration experience from those who lived it”. This study uses web 

scraping techniques to collect 904 narrators’ bio information and analyzes their demographic information, including 

race, age, and location. Nisei counts the most of the Japanese American narrators (78.82% of all narrators). 279 

(39.35%) of narrators were minors (born between 1926 and 1942) in the year 1942, when the incarceration 

happened, with over half of them (58.78%) being teenagers (age between 12 and 17). The majority of narrators 

(82.09% of the total) are from the west coast, namely, Washington State, Oregon State, or California State. This 

study also constructs a scheme for incarceration oral history, based on which the incarceration historical texts can be 

manually or/and automatically processed. The annotation scheme includes seven categories: (1) pre-war background 

to the incarceration; (2) government’s decision to remove ethnic Japanese; (3) life after removal and during the 

incarceration; (4) military services; (5) returning of ethnic Japanese after WWII; (6) legal challenges; (7) redress 

movement.  

KEYWORDS 
Japanese American incarceration; Digital archives; Natural language processing; Annotation scheme 

INTRODUCTION 
Ten weeks after the Japanese attack on Pearl Harbor on December 7, 1941, President of the United States, Franklin 

D. Roosevelt, issued Executive Order 9066, which resulted in the incarceration of approximately 120,000 people of 

Japanese ancestry. Two-thirds of those forced to live in the military camps were U.S. citizens. The government 

investigation in the 1980s concluded that people of Japanese ancestry in the United States had suffered a grave 

injustice. As memories of those who live the history fade, a nonprofit organization, Densho, was founded to preserve 

the history of Japanese American Incarceration, primarily through videotaped oral history testimonies from Japanese 

Americans (Densho, n.d. a). Densho developed Densho Digital Repository (DDR) to “educate, promote and advance 

the ideals of democracy and encourage civic engagement” (Beckman & Froh, 2018). DDR curates a collection of 

oral histories, including 904 filmed interviews about the “Japanese American incarceration experience from those 

who lived it” (Densho, n.d. b). All the interviews have been fully transcribed and segmented into sub-topics for ease 

of viewing. Meanwhile, the collection also provides demographic information of narrators.More researchers are 

turning to computation approaches such as text mining, network analysis, and data visualization to advance their 

studies and look for invisible patterns within large-scale datasets.  

A High-quality and domain-specific corpus for computation analysis requires a semi-structured initial dataset with a 

well-defined annotation scheme (Chen, 2022). Corpus annotation, which can be done manually or automatically, is a 

process of adding interpretive information into a collection of texts to enrich a corpus (Hovy & Lavid, 2010). An 

annotation scheme is a codebook that defines the annotation categories and the annotation guidelines (Hovy & 

Lavid, 2010). A feasible strategy to computationally process and mine the texts, according to Chen (2022), is first to 

adopt an annotation scheme and annotate a small amount of high-quality initial data, and then augment data using a 

semi-supervised learning algorithm on the large-scale unlabeled data. This study uses DDR’s oral history collection 

as our corpus and has two contributions: (1) To uncover the marginalized history of Japanese American 

Incarceration, this study first explores the background of those who have lived through the history and shared their 

narratives. Specifically, this study analyzes the narrators’ demographic information, including their nationality, race, 

age, and geographic location. (2)We propose a fine-grained annotation scheme for Japanese incarceration oral 

history, based on which the incarceration historical texts can be manually or/and automatically processed.  

DATA PREPARATION AND ANALYSIS  
We use web scraping techniques to extract 904 oral history transcripts from the DDR website. Considering the 

variety of data elements in each web page, such as paragraph and list elements, we use the python Beautiful Soup 
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package to extract the data. We create data soup for each narrator’s web page, after which we iterate, fetch all 

interview transcripts and store them in JSON format. We also extract the race, year of birth, location of the birth of 

the narrator using spacy phrase matching technique from narrators’ bio page. We then analyze the text data obtained 

by splitting the tokens. Not every bio includes all the demographic information. We extract the race information 

from 846 narrators, the year of birth information from 709 narrators, and the geographic location information from 

832 narrators. 

FINDINGS 
Three of the 850 narrators self-identify themselves as Japanese, and 847 narrators self-identify as Americans. 

Among the 847 Americans, one narrator does not indicate her race. 797 (94.21% of all American narrators) are 

Asian Americans, and 49 (5.79% of all American narrators) are white. Among all the 797 Asian American narrators, 

796 are Japanese Americans, and Nisei (second-generation Japanese American) counts the majority of the Japanese 

American narrators (670, 78.82% of all the narrators, 84.17% of Japanese American narrators). 709 narrators 

indicate their year of birth. 389 (54.87%) narrators were adults in 1942, when the Japanese American Internment 

happened. 41.47% were young adults (age 18-25), and 13.4% were adults (aged between 26-50, born between 1893-

1925). Meanwhile, 279 (39.35%) of narrators were minors (born between 1926 and 1942) in the year 1942, with 

over half of them (58.78%) being teenagers (age between 12 and 17). 832 narrators indicate their hometown 

information. 683 (82.09%) of them are from the west coast, namely, Washington State, Oregon State, or California 

State, and 42 (5%) are from Hawaii.  

We create an annotation scheme with seven categories, which is adapted from the contents of two classic historical 

books about Japanese American incarceration. The books are Wendy Ng’s Japanese American Internment During 

World War II: a History and Reference Guide and Greg Robinson’s A Tragedy of Democracy: Japanese 

Confinement in North America. Both Ng and Robinson demonstrate the history of Japanese American internment 

from the following perspectives: (1) Pre-war background to the incarceration; (2) Life after removal and during the 

incarceration; (3) Military services; (4) Legal challenges; (5) Redress movement. We include these five categories in 

our scheme. Ng's book also introduces the returning of ethnic Japanese from camps after WWII, and we include it as 

a category of our scheme. Robinson’s unique perspective on how the government decided to remove ethnic Japanese 

is also included in our scheme. Figure 1 presents a more detailed explanation of each category with definitions. We 

also demonstrate a transcript example of each category, which will help future researchers to understand how each 

category can be annotated using the oral history transcripts.  

 

Figure 1: Annotation scheme for the history of Japanese American incarceration 

CONCLUSION 
This study analyzes an oral history collection of 904 narrators' interviews about Japanese American incarceration. 

Specifically, we analyze the demographic information of 904 narrators. Meanwhile, we also construct an annotation 

scheme based on which the incarceration historical texts can be manually or/and automatically processed. Future 

work will include annotating the interviews with the scheme and building machine learning models to automatically 

process the textual oral history. 
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ABSTRACT 
Researchers have applied multiple methods, like co-authorship and author co-citation, to measure the relationships 

between authors and author similarity. These methods play a critical role in various applications of informetrics.  A 

more delicate approach to gauging author similarity improves the related applications. By applying the method 

developed by the multiplex network, this study investigated how to identify author similarity by the mesoscale 

structures of author topic networks, which represent an author's research topic by organizing the interactions of the 

topic terms of their publications. Compared with the co-authorship relationship and topic-term similarity results, 

identifying author similarity by the mesoscale structure of author topic networks provides a better result reflecting 

how close authors' research topics are. 

KEYWORDS 
Informetrics; Multiplex Network; Author Similarity; Mesoscale Structure  

INTRODUCTION 
During the development of informetrics, multiple methods have been proposed to measure the relationships between 

authors, e.g., co-author, author co-citation, and author bibliographic coupling. Recently, the advance in multiplex 

networks provides alternative approach to gauging the relationships between authors based on their research topics.  

Iacovacci et al. (2015) measured the similarity between research domains based on the mesoscale structure of the 

collaboration networks of these domains. The proposed method analyzes a network where "the nodes are connected 

by different types of interaction" (Iacovacci et al., 2015, p.12). We applied their method and used the topic terms of 

an author’s publications to form a network, coined as author topic network (ATN), to represent their research topics, 

gauged the authors' similarity by analyzing the mesoscale structure of their ATNs, and compared the results with 

two other methods, co-author relationships and topic-terms similarity.  

RELATED WORKS 
Multiplex networks describe the interactions of numerous complex systems whose nature is different (Iacovacci et 

al., 2015). The complex systems are everywhere in the daily life. Currently, multiplex networks have been applied to 

numerous domains, including neuroscience, molecular biology, ecology, economy, transportation networks, 

infrastructures, and climate (Bianconi, 2018). The multiplex network is used to characterize the interactions of 

different elements. Some studies integrated the information from different networks into a new network and 

investigated the correlation between networks (Bianconi, 2018; Baccini et al., 2022). Scholars also applied these 

methods to simulate the diffusion of information in different contexts and explore what kinds of nodes affect the 

process of difussion most (Li et al., 2019). Additionally, researchers have measured the relationships between nodes 

by the similarity of the networks characterizing the nodes (Iacovacci et al., 2015).   

Various methods of informetrics aims at measuring the relationships between authors. These methods rely on 

cooperation relationships or co-occurrence frequency. Multiplex network shows alternative approach based on 

authors’ research topics. Authors’ research topics can be represented as a network composed of the topic terms of 

their works. This network, ATN, records topic terms related to an author’s works and how the topic terms interact. 

The similarity based on the mesoscale structure of ATN will consider both the common terms and how topic terms 

relate to each other. Hence, it may measure the similarity between authors’ research interesting and identify their 

relationship better. This study investigated the potential of this approach by comparing the results of the similarity 

based on ATN and the other two methods, co-author frequency and topic-term similarity.  

RESEARCH DESIGN  
In this study, we chose the authors of informetrics as the research target because our expertise could help us evaluate 

the results. Specifically, the authors who published at least 20 articles in three journals from 2010 to 2019 were 

considered in this study. The three journals were Journal of the Association for Information Science and 

Technology, Scientometrics, and Journal of Informetrics. The bibliographic data, whose data type was limited to 

"Article", were downloaded from Web of Science (WoS). Accordingly, 5,312 records were downloaded. We 

extracted the authors' full names from the "AF" field in these records, uppercased each author’s name, and 

calculated number of publications for each author. Finally, 36 authors and 1,036 articles in total are considered in 

this study.  

Then, we counted the co-author frequency between the 36 authors and measured their co-author relationships. We 

also measured the relationships between authors by checking their topic terms. The topic-term collection of an 
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author was built by aggregating their articles' KeywordPlus provided by WoS. For each pair of authors, their 

topicterm similarity was equal to the number of the common terms divided by the number of all terms in two 

collections. Both the results of co-author relationships and topic-term similarity were compared with that of ATN 

similarity. 

For each author, the ATN was built with the KeywordPlus of their publications. ATNα represent the ATN of author 

α. ATNα can be represent as (V, Eα), where V is the set of nodes {n1, n2, …, nk}, k is the number of all distinct terms 

in the including articles, and Eα is a set of edges that shows connection between nodes. If an article contains three 

topic terms nx, ny, and nz, it creates three edges, namely (nx, ny), (ny, nz), and (nx, nz). After completing all authors’ 

ATNs, the method of Iacovacci et al. (2015) was used to measure the ATN similarity between them. 

RESULTS  
The procedures mentioned above created three author similarity matrices. The agglomerative hierarchical clustering 

provided by SciPy was applied to categorizing them, and the distance between the authors and clusters was decided 

by Ward variance minimization algorithm. The subgraphs in Figure 1 show the three clustering results.  

First of all, the authors who collaborated with each other frequently were put together in all three methods, e.g., 

Ludo Waltman and Nees Jan van Eck. However, the processes of forming the large clusters were different. For 

example, a noticeable difference is the process of categorizing the eight authors: Waltman, van Eck, Maisano, 

Franceschini, Fdez-Valdivia, Garcia, Rodriguez-Sánchez, and Prathap. They were divided into four sub-clusters, 

including (1) Waltman and van Eck, (2) Maisano and Franceschini, (3) Prathap, and (4) Gracia, Fdez-Valdivia, and 

Rodriguez-Sánchez. In Figure 1(A), these sub-clusters merged into one cluster without including the other authors. 

In Figure 1(B) and 1(C), however, these sub-clusters were merged in different order. A large cluster included 

Prathap and the other authors first. Then, this cluster included (1) and (2) sequentially. The authors of sub-cluster (4) 

were not be merged until all other authors were put into one cluster. 

  
 (A) ATN similarity  (B) Co-author relationship  (C) Topic-term similarity  

Figure 1. The results of agglomerative hierarchical clustering  

We further examined the authors of yellow-green group in Figure 1(B) and found that these authors usually did not 

collaborate with the other included authors. ATN similarity and topic-term similarity further differentiated them.  

The examination showed that ATN similarity may better reflect the similarity based on authors’ research topics. For 

example, the included publications of de Moya-Anegón are regarding scientific development in Cuba and Latin 

American, scientific collaboration, and academic ranking. The including publications of Glänzel are in terms of 

subject classification and bibliometric-indicator issues, e.g., h-like index, distributions, and altmetrics. Based on our 

examination of the including publications, the topics of Glänzel are closer to those of Park and Bar-Ilan than de 

Moya-Anegón. Similarly, the topics of Bar-Ilan are more similar to Park than those of Prathap.  

CONCLUSION AND FUTURE RESEARCH  
The preliminary results of this study support that measuring authors’ relationships based on their ATN may reflect 

the similarity of their research topics better. In the future study, we will enlarge the research scale to examine the 

current results and explore whether this method can be used to measure the relationships of different entities, like 

works and subjects. 
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ABSTRACT 
It is necessary to carry out digital literacy education (DLE) for preschoolers to ensure they can participate in digital 

life in a safe and healthy way. This poster reports results from a qualitative study of Chinese parents’ expectations of 

DLE for preschoolers. Through semi-structured interviews with seven parents whose children are aged from 3 to 6, 

it is found that all parents thought it necessary to carry out DLE for preschoolers. Chinese parents have expectations 

for the educational practices in kindergartens, but the digital literacy teaching activities in kindergartens are rare at 

present. In terms of teaching content, Chinese parents pay more attention to how their children could identify bad 

information and protect personal privacy. 

KEYWORDS 
Parents; Preschoolers; Digital literacy education; China 

INTRODUCTION 
In China, a preschooler refers to someone who is aged between 3 to 6 and is in the transition education period from 

kindergarten education to elementary education (The Ministry of Education of the People's Republic of China, 

2016). Nowadays, an increasing proportion of preschoolers are accessing digital devices and Internet (CNNIC, 

2022). However, Internet literacy of minors in China is quite limited, and some serious social problems such as 

cyber bullying and bad information are hard to ignore (Ji et al., 2021). Therefore, digital literacy education (DLE) is 

essential. It is noted that DLE is an essential approach to help young children to avoid network infringements 

(UNESCO, 2020). Moreover, researchers believe that young children who enter formal schooling with stronger 

digital skill may be better equipped to learn (Hurwitz & Schmitt, 2020). 

Parental mediation has proven to be one of the most important ways to improve children's online behavior in China 
(CNNIC, 2021). However, parental supervision is not a perfect remedy, because minors could access the Internet not 

only at home, but also somewhere else without parents’ supervision (Wang, 2018). There have been many related 

studies on parents’ perspectives about preschoolers’ digital life (Radesky et al.,2016; Brito et al., 2017; Sergi et al., 

2017) and influence on children’s development of digital skills (Livingstone et al., 2015; Livingstone et al., 2017; 

Scott, 2022), which further confirms that parents are one of the most critical “stakeholders” in children's use of 

digital devices and DLE. However, there is a lack of relevant research on parents’ expectations for DLE for 

preschoolers, especially those focused on Chinese context. Therefore, we present an exploratory interview study to 

understand Chinese parents’ viewpoints about preschoolers’ use of digital devices and expectations of DLE for 

preschoolers, aiming to answer the following research questions: 

RQ1: What viewpoints did parents have about preschoolers’ use of digital devices? 

RQ2: What expectations did parents have about DLE for preschoolers? 

METHODS 
We recruited 7 participants from relatives, friends and colleagues of the researchers. The sample requirements were 

limited as: (1) raise at least one child aged 3-6 at present; (2) whose children have used digital devices, such as iPad, 

smart phone and computer; (3) have some basic understanding on DLE or other relevant literacies education. Four 

mothers and three fathers were selected, aged from 28 to 37, who all have college degrees or above. Because of the 

COVID-19 pandemic, all interviews were conducted through telephone calls rather than face-to-face interviews. 

We used semi-structured interviews to collect data. The interviews lasted from about 10 minutes to nearly 30 

minutes. Interview questions are shown in Table 1. We recorded and transcribed all the interviews. Due to the small 

amount of data and commonality of interviewees’ responses after preliminary analysis of transcribed texts, a coding 

scheme was developed based on the collected data and qualitative coding was carried out manually, looking for 

patterns and themes related to our research questions. 



 

ASIS&T Annual Meeting 2022 87  Posters 

Parents’ viewpoints towards preschoolers’ use of 

digital devices 
Parents expectations of DLE for preschoolers 

What concerns do you have about your child’s use 

of digital devices? 

Besides yourselves, what kind of participant do you 

expect that could provide relevant teaching 

activities for your child? 

Do you think it necessary to educate your child to 

participate in digital life safely and healthily? 

What kind of teaching content do you prefer to 

provide for your child 

Table 1. Interview Questions 

FINDINGS 
The main concerns of parents regarding preschoolers' use of digital devices include bad information content, 

privacy disclosure and internet addiction. All participants mentioned that they worried about side effect of bad 

information content. In our research, bad information not only contains information that violates Chinese laws (The 

State Council of the People's Republic of China, 2011), such as pornographic and violent information, but also 

includes content that does harm to moral standards and correct values, such as soft porn, celebrity culture, rude 

words and superstition culture. M1, M2 and F6 pointed out that they had encountered children imitating some rude 

words after browsing social media APPs, and F7 pointed out that he had heard his child sharing misinformation. M4 

said: bad information is pervasive. Some uploaders are so good at disguising the bad content in order to escape 

from supervision. Even if I open the “Teen Mode” when my kids using social media platforms, there is still some 

soft porn information. More than half of the participants mentioned privacy disclosure (M2, M4, F5, F7). M2 said: 

my daughter has already had her own Wechat and Tencent QQ accounts. I am worried whether she might have 

posted anything personal on these platforms. Some participants also raised concerns about internet addiction (M1, 

M3, F5, F7), and thought using digital devices for a long time may cause diminution of vision of preschoolers (M1, 

M2, M3, M4, F7).  

With these concerns, all participants thought it necessary to educate preschoolers to use digital devices safely and 

healthily. Some participants’ answers implicated that relevant DLE would develop preschoolers’ self-discipline and 

self-management ability when using digital devices, which might be helpful to save parents time and energy which 

would be otherwise spent on monitoring their children's digital activities (M1, M2, M3, M4, F6).  

Parents thought that informal education settings may be more anticipated. All participants pointed out that as a 

formal education setting, kindergarten had few practices in digital literacy education. Some participants also pointed 

out that teaching methods were too simple in kindergartens, while some informal education settings, like public 

libraries and Children’s Palaces, might carry out better education activities (M2, M3, F5, F6). However, more than 

half of the participants thought that they lack channels of understanding and access of related teaching activities of 

informal education organizations. M1 said: (I hope that) kindergarten teachers and community workers can provide 

parents with more information about related activities carried out by different institutions. M2 said: (I hope that) all 

types of institutions can come into our community and hold relevant activities for young children initiatively. 

As for teaching content, what parents care about most is to teach preschoolers how to screen out bad information 

and protect personal privacy. All participants mentioned that it was necessary to teach preschoolers to identify bad 

information, in order to help them distinguish online information and online behaviors between good and bad 

clearly.  More than half of the participants thought it important to teach preschoolers protect online privacy (M2, 

M4, F5, F7). F5 said: I really hope that my daughter could learn how to protect her online security...I think it is 

more important for girls to be educated about protecting online privacy and safety. Actually, related research has 

pointed out that a significant number of girls were engaging in risky activities including disclosing personal 

information and sending personal photos to online acquaintances (Berson & Berson, 2005).  

CONCLUSION AND DISCUSSION 
Through interviews with seven parents, it is found that Chinese parents have concerns on preschoolers’ use of digital 

devices, especially on harmful information and privacy disclosure. They believe that DLE for preschoolers is urgent. 

These concerns are closely related to parents' expectations of DLE for preschoolers. Firstly, Chinese parents expect 

to access more DLE opportunities from informal educational settings. Secondly, Chinese parents expect to prioritize 

improving preschoolers’ skills about identifying bad information and protecting privacy. 

However, the sample was relatively small and selective, and the interview questions was relatively simple. 

Therefore, future studies should consider expanding sample size and designing more comprehensive questionnaires 

and interview questions to conduct more in-depth analysis. We hope that by promoting future studies, we can 

provide a more feasible reference for development of DLE for preschoolers in China and even the world. 
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ABSTRACT 
Increasing emphasis is being placed on research impact and it has prompted scholars to explore contributions 

beyond traditional research impact metrics. Acknowledgments, which are formal statements of indebtedness and 

contribution, within the journal literature provide an additional means to assess impact. This study examines 

contributions of libraries to the scholarly literature within acknowledgments using a combination of machine 

learning and manual methods to quantify and characterize acknowledgments.  

KEYWORDS 
Acknowledgment, Bibliometric analysis, Libraries, Machine Learning, Web of Science 

INTRODUCTION 
Acknowledgment studies have been used to identify contributions to publications with a focus on funding, credit, 

and genre (Desrochers et al., 2017). Recently, acknowledgment of the contribution of libraries and librarians in the 

publication process has been explored (Finnell, 2014; Hubbard & Laddusaw, 2020; Hubbard et al., 2018; Scrivener, 

2009; Stigberg et al., 2015). These studies were conducted through manual extraction and classification of 

acknowledgments in limited sample sizes. Web of Science’s Funding Text Field is increasingly being used to 

identify acknowledgments beyond just funding (Costas & van Leeuwen, 2012; Paul-Hus & Desrochers, 2019; Paul-

Hus et al., 2017). However, there is a challenge when scaling up the sample size due to the sheer number of 

publications in bibliographic databases and ambiguities of language. This study looked to overcome those 

challenges using machine learning to identify relevant library acknowledgments.  

METHODS 
The acknowledgments to libraries and librarians were obtained from Web of Science Core Collection (WOS). This 

was accomplished by searching the term librar* in the Funding Text (FT) to locate mentions of librarians, libraries, 

or library (i.e., library acknowledgment). Results were refined by year (2008-2020) and Document Types (Articles 

and Review Articles). 

A model architecture was developed to determine whether the acknowledgment found was truly an acknowledgment 

about libraries and librarians versus other types of libraries (e.g., DNA library). The overall architecture of the 

model is shown in Figure 1. The model contains four components: input data format, data processing, representation 

learning, and classification model. The input used was the entire acknowledgment text from WOS, which was then 

processed in two steps to remove stop words using the NLTK tool and extract a fixed-length sub-sentence composed 

of a set number of words to the left or right of the keyword (i.e., librar*). A number of fixed-length sub-sentences 

were tried from 1 to 10 words on either side of the keyword [i.e., window size (w)]. The extracted sub-sentence was 

classified using machine learning models that first represented the input data into embedded vectors using word2vec 

from Google. After the embedding layer, each acknowledgment text is represented by an embedding vector. In the 

final classification step, the Support Vector Machine (SVM) was used as the base classifier (Hearst et al., 1998); we 

exploit the SVM API provided by scikit-learn package in this project. The extraction and classification were 

developed in Python and is available as an open source project on GitHub (https://github.com/qiaoyu-

tan/Acknowledgement_anlaysis). The model was first trained on a training set of acknowledgments (a subset) that 

were manually classified as being “true” acknowledgments to a library, libraries, and librarians. After the SVM was 

trained, we employed it to classify the entire set of acknowledgments downloaded from WOS. To accelerate the 

evaluation process, we randomly sample 380 acknowledgments from that set and manually assess the accuracy of 

the model. Of those that were true library acknowledgments within the random sample of 380, further manual 

classification was performed by acknowledgment category (i.e., facilities, people, resources, services, and general) 

as used in previous studies (Hubbard & Laddusaw, 2020; Hubbard et al., 2018), WOS Categories, first author 

affiliation by country, funding, and whether the acknowledgment was to a librarian(s) affiliated with an author’s 

institution (local) or not (other).  

https://pythonspot.com/nltk-stop-words/
https://code.google.com/archive/p/word2vec/
https://scikit-learn.org/stable/modules/svm.html
https://github.com/qiaoyu-tan/Acknowledgement_anlaysis.
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Figure 1. Model Architecture for Acknowledgment Processing 

RESULTS AND DISCUSSION 
There were 31,329 articles (Article or Review) found in WOS with the term librar* for the years 2008-2020, which 

is 0.25% of the 12,679,964 acknowledgments indexed in WOS. There was a small number of acknowledgments (41 

or 0.13%) that could not be predicted by the model since they do not contain valid keywords. Of the 380 test 

acknowledgments randomly sampled, 150 (39%) were determined to be actual acknowledgments to libraries or 

librarians. This was determined by manual inspection by two co-authors. The other 230 (61%) were determined to 

be false hits (e.g., a DNA library). Table 1 shows the accuracy of the machine learning prediction of the 380 test 

acknowledgments for window sizes of 1, 5, and 10. The accuracy was calculated using a confusion matrix (Ting, 

2011). The smaller window size yielded a higher accuracy. 

Window Size (w) Precision (%) Recall (%) Accuracy (%) F1 Score 

1 88 62 82 0.73 

5 97 49 79 0.65 

10 95 35 74 0.51 

Table 1. Precision, Recall, Accuracy, and F1 Score for Machine Learning Prediction Model by Window Size 

Among the 150 library acknowledgments, authors acknowledged the libraries associated with their institutions 

slightly less (46%) than libraries not associated with their institution (51%), with a small percentage undeterminable 

(3%). Only 42 (or 28%) of the library acknowledgments were associated with funding from libraries.  

The 150 acknowledgments that mentioned libraries or librarians were manually classified into the following 

categories: facilities (11 or 7%), people (73 or 49%), resources (80 or 53%), services (51 or 34%), and general (33 

or 22%). In some cases, more than one category was assigned. For example, “I want to thank the librarians who 

have given me access to their manuscript and book” was assigned to the categories of people, resources, and 

services. Most of the acknowledgments were for use or access to a particular resource (e.g., archives, books, 

databases, etc.), though that category was closely followed by people that included both named individuals or 

generally (e.g., “librarians” or “staff”).  

The 150 acknowledgments were found in journal articles associated with 114 of the 252 WOS Categories. The WOS 

categories associated with 5 or more journal articles included: History & Philosophy of Science (11), 

Multidisciplinary Sciences (7), Pharmacology & Pharmacy (6), Environmental Sciences (6), History (6), 

Humanities, Multidisciplinary (5), Medicine, General & Internal (5), and Public, Environmental & Occupational 

Health (5). The authorship of the 150 acknowledgments were affiliated with 36 different countries, with the United 

States accounting for over one third of the authorship.   

CONCLUSION 
Acknowledgments to libraries and librarians within the WOS funding acknowledgments was found to be small (< 

1%); though these are only those identified as WOS funding acknowledgments. Further research is needed to 

understand why it is not higher, though it may be that such resources and services are taken for granted. The 

machine learning was effective at identifying over 80% of the library acknowledgments when compared to the 

manually classified random sample. Contrary to previous work that found more library acknowledgments in the 

biological and environmental sciences (Hubbard & Laddusaw, 2020), this larger study found more frequent library 

acknowledgments associated with the humanities and medical sciences based on WOS Categories.   
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ABSTRACT 
The objective of this study is to examine and analyze the use of Google Scholar metrics by a cohort of Bangladeshi 

library and information science (LIS) researchers. This study is a follow-up to Islam and Roy (2021)’s study, which 

identified publications published by Bangladeshi LIS researchers in the Scopus and Web of Science (WoS) 

databases. We collected data purposively from the GS Profiles of LIS researchers working in different public and 

private universities. Only 32 LIS researchers in Bangladesh have a GS profile, with a total of 646 publications and 

5752 citations listed in their GS profiles. All LIS researchers have an h-index, and our study identified strong 

correlations between the GS Citation metrics (publications, citations, h-index). However, the overall scholarship 

visibility is low. This is the first time an attempt has been made to examine publication metrics of GS in the context 

of Bangladeshi LIS researchers. These findings would help policymakers and researchers integrate GS Profile into 

the university website to display their scholarship activities.  

KEYWORDS 
Digital scholarship, Visibility, Google Scholar, Citation metrics, Bangladesh, Developing country 

INTRODUCTION 
For measuring the scholarly output of researchers in different disciplines, publication metrics have been used for 

many years in academia. Researchers are often evaluated by the number of publications and citations they produce, 

which are used to inform the hiring, tenure, and promotion committee to assess the faculty members' academic 

works (Yang and Meho, 2007). Many researchers and organizations have widely adopted the best-known citation 

databases Web of Science (WoS), Scopus, and Google Scholar (GS). GS feature such as a free, web-based database 

with facilities to search across many disciplines and explore related works, citations, authors, and publications help 

to evaluate and compare the research activities. For universities that cannot afford the subscription expenses of WoS 

or Scopus, GS can be an alternative tool (Jacso, 2012; Lund et al., 2021). Despite the limitations, e.g., false ranking, 

repetition, manipulation of citation, poo quality of sources, many studies found that GS Citations is one of the 

preferred sources used by the bibliometric community (Delgado Lopez-Cozaret et al., 2018; Martín-Martín et al., 

2018). Many researchers use GS for evaluating and comparing scholarship activities since they do not have access to 

commercial databases. They assert that the GS profile can be used as one of the evaluation tools for researchers in 

developing countries who do not have access to commercial databases such as WOS and Scopus.  

OBJECTIVES OF THE STUDY 
The objective of this study is to examine and analyze the use of GS metrics by a cohort of Bangladeshi LIS 

researchers. To achieve this objective, we have come up with some RQs.  

• How many Bangladeshi LIS researchers have GS profiles? 

• How well are their positions in the context of Google Scholar metrics e.g.  h-index? 

• Is there any correlation among GS Citations metrics? 

• How similar are citation counts in GS, Scopus and WoS? 

METHODOLOGY 
The target population of this study is LIS researchers, including faculty members, researchers and practitioners in 

Bangladesh serving in the universities and research organizations. For the present study, we set to analyze the GS 

profiles and examine the GS metrics of Bangladeshi LIS researchers. Firstly, this is a follow-up to the previous 

study by Islam and Roy (2021), which examined the extent to which Bangladesh-based LIS researchers have 

published in leading LIS journals indexed by WoS and Scopus. Secondly, for compiling the lists of LIS 

professionals whose profile is available in GS, the authors relied on the list of Islam and Roy (2021) 's study. 

Finally, the authors manually checked the GS profiles of LIS researchers in the respective universities and institutes. 

The respective library websites were searched based on the universities' names. From the library staff listing, the 

librarians' names were gathered and collated. Then, the author checked their names with their institutions in the GS. 

In the cleaning stage, the authors found many duplications of names like Islam, M. S or Islam, S. Hence, the authors 

avoided duplicating those names. Finally, the authors found 32 LIS researchers whose profiles are listed in the GS. 

Authors noticed that many LIS researchers have published in the LIS journals but did not have their GS profiles. 
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Hence, the name of those LIS researchers and their profiles could not be discovered. Data were collected from 

December 1 to December 30, 2021.  

FINDINGS AND DISCUSSION  
The thirty-two researchers had 646 publications, with a range between 1 and 60 publications in a single profile. 

Most LIS researchers had publications ranging from 1 to 10 in the GS profiles. The LIS researchers of Bangladesh 

have an average of 20.19 publications in the GS profiles. The 646 publications received a total of 5752 citations; the 

average citation per publication is 8.90. Of the thirty-two LIS researchers, all of them have an h-index. For those 

with an h-index score, the values ranged from 1 to 19, and the average h-index was 3.25. We found that most 

researchers (9) have an h-index of 3 (Figure 1). A Pearson correlation with a value of r=0.813 indicates a  

 Figure 1. h-index (n=32) Figure2. Comparison of citation analysis (n=32) 

strong association between the number of publications and citations. This also presents the association between 

citations and the h-index. A Pearson correlation with an r=0.947 indicates a strong association between the number 

of citations and the h-index. We compared the top ten LIS researchers’ citations found in Google Scholar and 

Scopus with those found in WoS and determined their differences in citation counts. Most LIS researchers have 

more citations in GS than in other citation databases (Figure 2). 

The RQs have been analyzed and discussed systematically. We found that only a few LIS researchers have a GS 

profile, and many LIS researchers are unaware of this. For example, in Islam and Roy (2021)’s study, authors found 

that Islam, M. S., who has the third highest number of LIS publications in the Scopus and WoS, does not have a GS 

profile. The top five LIS researchers accounted for 224 (34.67%) of the total publications (646) in the Google 

Scholar profile. Of the top five LIS researchers, four faculty members are from two public universities and one from 

the private university library. We found that 646 publications received 5752 citations, and the top five researchers 

counted 336 (58.57%) of all citations. This finding supported Islam and Roy (2021)’s study where they found 

Ahmed, S.M.Z, Islam, M.A and Islam, M.S had the highest number of publications and citations in the Scopus and 

WoS databases. Compared to Scopus and WoS, the top ten LIS researchers have more citations in GS. For example, 

Ahmed has 974 citations in GS, 327 in Scopus and 230 in WoS. The results suggest that GS citation data is a 

superset of Scopus and WoS, with substantial extra coverage in all areas.  

In general, citation metrics of GS should not be used alone for any assessment as there are other tools and processes 

to assess the scholarship activities of researchers. The other indicators like seminal work, research grants, labs being 

run, PhD supervision, etc. (which are not a part of citation analysis) help to measure the scholarship activities. 

However, in developing countries, while researchers do not have access to most of the subscribed databases and 

have less funding support for research, metrics analysis of GS can be a way to assess the scholarship activities. The 

other way GS profile helps to visualize the scientific output of countries. For example, AD Scientific Index (Alper-

Doger Scientific Index) ranks individual scientists, universities and countries based on the productivity of scientific 

publications. Using the total and last five years’ values of the i10 index, h-index, and citation scores in GS, this 

system ranks the researchers, institutions and countries. This system ranks institutions based on the scientific 

characteristics of affiliated scientists (AD Scientific Index, 2022). By integrating the researcher GS profile in the 

university/organization website, researchers and universities can leverage their improved visibility to find potential 

new audiences and collaborators (Ale Ebrahim et al., 2014). We suggest appropriate policies and guidelines set by 

authorities to create GS profiles in organizations that could help display their scholarship activities. For example, 

every university library and library professional in Bangladesh can help Bangladeshi researchers display their 

publications by advising on best practices in post-publication strategies, including creating a compelling academic 

profile. 
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Sustainable Development Goals and Public Libraries: 
An Exploratory Study in a Developing Country 

ABSTRACT 
The objectives of this study is to investigate how public libraries in Bangladesh work to achieve some of the UN 

SDGs and the strategies they adopt to work in line with the mission of UNSDGs. Data were gathered from 59 public 

librarians working in public libraries of Bangladesh who provided qualitative answers to three open-ended questions 

in a survey questionnaire. SDG#1, 2, 3, 4 and 17 are the areas where public libraries are doing well and summarized 

their opinions how public libraries can do well further for other goals. Finally, authors put some recommendations to 

achieve other goals as well.    

KEYWORDS 
UNSDGs, Public library, Bangladesh, Access to information, Community engagement, Information services, 

Qualitative approach 

INTRODUCTION 
For building an inclusive society public libraries offer a local gateway of knowledge, support lifelong learning and 

formal education, helping access to information, strengthening early literacy, promote awareness of cultural 

heritage, fostering ICT use and support other social issues for the community people (IFLA/UNESCO, 1994). The 

manifesto of public libraries mostly falls with the essence of the United Nation Sustainable Development Goals 

(UNSDGs) which came into action in 2016. The seventeen goals and one hundred sixty nine targets work to ensure 

‘Leave no one behind’ which is the essence of public libraries to build an inclusive society (UNDP, 2015; Scott, 

2011). For taking a bottom up approach to development, public libraries can work as one of the key-partners and 

active contributors. For doing this, public libraries need to promote libraries’ role as development agents, namely by 

gathering evidences and evaluating their contribution to SDGs implementation (Pinto &Ochôa, 2017). Considering 

this, many public libraries across the world are designing community services, creating need-based content, 

fostering inclusive environment and providing services for the marginalized and ethnic groups (Bradley, 2016; 

McCook & Phenix, 2007; Edwards & Edwards, 2010). 

In 2018, International Federation of Library Associations and Institutions (IFLA) has created a map of libraries and 

provide performance metrics of all types of libraries in all regions of the world. IFLA demonstrated 34 countries 

with 56 stories and showed how libraries and access to information contribute to improved outcomes across all 

SDGs. We found that public access to information, training in new skills, and services that give people opportunities 

to improve their lives lead to support the SDG 1 # ‘no poverty’ in Kenya, South Africa, Chile and India (IFLA, 

2018). Many international studies support that public libraries support to achieve SDGs by many ways. Some of 

these studies are; public libraries support SDG 1 “no poverty” and SDG 2 “zero hunger” by converting spaces as 

shelters, food distribution centers, etc. (Tyler, 2019); Public libraries in the USA are providing COVID-19 trusted 

sources (ALA, 2020); German public libraries help refugees by offering training, education, and health information 

(Wang & Lund, 2020); public libraries in Scotland support health and well-being (Tyler, 2019) and public libraries 

in Australia are helping social inclusion (Hider, et.al., 2022).  

Public libraries in Bangladesh run under the Directorate of public libraries (DPL). There are seventy one 

government public libraries run across the country and these libraries offer wide range of services. However, these 

services mostly fall under the reading room service, book lending, ICT service and some extension services ((Islam 

and Islam, 2010; Chowdhury, Islam and Islam, 2012). While there are some studies done in the context of public 

libraries in Bangladesh, very few studies focus on SDGs with public libraries. Alam (2020) discussed how public 

libraries in Bangladesh can help to achieve some SDGs and make people more media and information literate. For 

bringing out the evidences and taping the examples under the SDGs and public libraries in Bangladesh, the present 

study demonstrates how public libraries are working well toward the UNSDGs.  

OBJECTIVES OF THE STUDY 
The objectives of this study are to know the evidence gathering of Bangladeshi public libraries’ contribution to the 

UN 2030 Agenda. To address this, we have come up with a number of research questions (RQs)  

RQ1: What are public libraries in Bangladesh doing to meet the SDGs? 

RQ2: Are there any SDGs projects running in the public libraries?  
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RQ3: How do public libraries can help to achieve some of the SDGs? 

METHODLOGY  
The present study is a part of a larger quantitative survey of public librarians working in public libraries across the 

country. For the larger study, a web-based survey questionnaire with link was sent out to the seventy one public 

librarians and fifty-nine responded to the survey which was 83.09 percent of all population. The objective was to 

investigate the SDGs awareness, perceived understanding and identifies the challenges affect the public library 

adoption to SDGs in Bangladesh. Under the same questionnaire, there were three open ended questions and the 

qualitative analyses of the three open-ended responses are the research focus of this study. We have inserted the 

three open-ended responses to a separate worksheet, edited, coded and finalized it.      

DATA ANALYSIS  
After analyzing the open and axial coding of the responses, we came up with selective categories for each question 

to synthesize the findings (Corbin and Strauss, 1990). There were 38 responses stating what set their libraries to 

progress towards SDGs and we mapped their answers under the SDGs (RQ1). The numbers within brackets indicate 

the sum total for all responses in that category. Selective responses are summarized which falls under some of the 

goals. SDG#4 Quality Education - ‘We are doing our best with quality education. Being a self-literary center for 

all, our public library provides access to all community people”;“ We have extra focus for kids to expand creativity 

with toy bricks, coding with kano computers, storytelling sessions, poem recitation etc”; “We are working to provide 

quality education for all ages group.  We are working on keeping teens aware of the climate goal and providing a 

range of study materials such as books on science and maps” (16); SDG#1 No poverty & SDG# 2 Zero Hunger- 

“Access to information, reduced inequality by providing free computer, internet and training facilities to empower”; 

“We offer career guideline session for the job seeker” (12); SDG#17 Partnerships to achieve the Goal - “We are 

collaborating with other national and international organizations to support the community”;“We are jointly 

conducting projects and training programs with the ICT ministry, Education ministry and respective authorities” 

(10). Under the RQ2, there were 29 responses stated that they run some projects. Some of the selected leading 

projects run by the public libraries in Bangladesh are ‘Libraries Unlimited’ ‘Bangobondhu o Muktijuddho Corner 

project’ ‘Establishment of Chittagong Muslim Institute Cultural Complex Project’. For example, ‘Libraries 

Unlimited’ a collaborative project run by British Council and Department of Public Libraries (DPL) seek to improve 

access to information and knowledge, develop partnership with government, train public library staff, developing a 

shared vision of public libraries to  embed the country’s commitment to the Sustainable Development Goals. In 

addition, this project runs coding workshop for the school going kids to learn programming language and ‘do your: 

bit’ ‘Robot Olympiad’ workshop for the kids. Some of these activities fall under the goals of SDG #1, #2, #3‘Good 

Health & Well-being’ and #17 . Under the RQ3, there were 22 responses make some recommendations to achieve 

the SDGs. “To attain more focus towards SDGs, awareness of librarians and policy makers is the primary 

requirement”;“Policy can be made with certain goals and specific tasks can be assigned to public libraries that are 

compatible with the goals” (8) “Funding is very important”;“There should be some extra budget along with the 

tasks towards SDG's”(5)”; “Public library needs a complete action Plan on UN SDG's”;“Proper guidelines should 

be made”; “Goal oriented task should be introduced”; “DPL should think out of box to be engaged with SDGs 

more”(5)” By providing the related information among the specific people, Public libraries can achieve some of the 

goals”;“PL can create awareness in the community with the 17 goals”(4).  

DISCUSSION 
Even though the sample size was small, this exploratory study can draw some significant findings to discuss. While 

the public librarians are working well with the SDG#1, 2, 3, 4 and 17, the other goals are not identified in our 

analysis. It might be the reason that public librarians in Bangladesh are not well aware of the other SDGs. Under the 

lens, ‘providing access to information’ public libraries can support the other goals also. For example, public libraries 

can offer programmes for women and girls to access information about their rights and health SDG #5: Gender 

equality. Public libraries can organize and increase awareness programs among adolescent girls on menstrual 

hygiene where one of the third girls in Bangladesh had heard about menstruation before menarche. In a large scale, 

public libraries can support SDG#10 Reduce inequality by creating need-based contents and offering those contents 

countrywide through Internet. The evidences of public libraries support to SDGs should be collected and compiled 

to convince the government and policymakers. Public libraries do not have any silver bullet to cover all the SDGs 

equally. Considering the capacity and local context, public libraries in Bangladesh can design the community-based 

information services to make people aware about SDGs and can look into what other public libraries are doing well 

globally. Later, public libraries can start to work on certain goals which will systematically follow targets, indicators 

and methods to achieve the SDGs. Finally, based on the national priority, public libraries can create a SDG mapping 

tool and can align with the ‘SDG Tracker’- a set of thirty nine indicators prepared by Bangladesh government to 

achieve UNSDGs. 
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ABSTRACT 
This poster presents findings from a small-scale study which investigated student internship (hybrid and virtual) 

during the COVID-19 lockdown. The study was conducted in 18 Croatian IT companies using semi-structured 

interviews. The study tried to answer the following research questions: RQ1: How did local IT companies organise 

student internships during COVID-19 lockdown; RQ2: What are advantages and disadvantages of online student 

internship. The study was conducted within the framework of Erasmus + project DECriS (Digital Education for 

Crisis Situations: Times When There is No Alternative, 2021–2023). Results of this study showed that the 

advantages of virtual internships are flexibility, saving time, the possibility for the interns to dedicate themselves to 

their private and academic obligations, comfort, easier work organization, the possibility of self-organization and 

reduced risk of COVID-19 infection. However, other respondents indicated the following negative sides of virtual 

internship: the lack of communication among students and mentors, students’ lack of opportunity to learn about 

organizational, business and ultimately the human side of the company.  

KEYWORDS 
Cooperation with IT sector; Croatia, IT companies, (L)IS education, Student internships; Virtual internships  

INTRODUCTION 
Higher education institutions (HEIs) across the globe strive to educate young people not only for the current job 

market, but also to make them aware of various paradigms in the development of civilization and culture in order to 

better understand changes in today’s digital age, and especially in crisis situations such as COVID-19.  

This study was carried out as a part of one of the intellectual outcomes of the Erasmus + project DECriS (Digital 

Education for Crisis Situations: Times When There is No Alternative, 2021–2023) which is focused on the European 

context and has three main goals: to explain the terminological differences in describing the work of Higher 

Education (HE) students in public information institutions and private enterprises as part of the curriculum 

(obligatory or optional); to point out the results of some studies taken before and during COVID-19 pandemic in 

order to compare the approaches, models and outcomes; and to analyse the results of interviews with 

owners/directors/Human resource management employees of private computer companies. After this pilot study 

(which was conducted in Osijek, Croatia) similar studies will be conducted at other partner HEIs (Barcelona, Spain; 

Sofia, Bulgaria; Hildesheim, Germany and Zagreb, Croatia).  

PREVIOUS RESEARCH  
The benefits of library internships and field experiences have been well documented by international authors (Juznic 

and Pymm, 2011; Bird, Chu and Oguz, 2011; Martínez Arellano and Ortega, 2012). During the COVID-19 

pandemic, some authors (Juarez and Blackwood, 2022; Bayir, 2021) investigated the approaches taken by LIS 

schools which aimed to minimise the obstacles in the organisation of virtual internships. From the point of view of 

the hosting institutions, the most important issue relates to the availability of adequate, reliable and flexible software 

and fast communication networks.  

RESEARCH METHODOLOGY 
Aim, preparation and sample 
In Croatia, more specifically in the eastern part of the country where the city of Osijek is located, a number of 

successful IT companies started emerging in 2012 (Jakopec, 2020) and over the course of years they established a 

fruitful cooperation with the Department of Information Sciences at the University of Osijek. In this study authors 

wanted to learn how these local IT companies organised student internships during COVID-19 lockdown and what 

they detected as advantages and disadvantages of the virtual internship programs. It was decided that in such a 

competitive environment, as IT sector, online questionnaire would not yield relevant results. Therefore, a semi-

structured interview was chosen as a research method. Company directors, branch managers or human resources 

managers in 20 IT companies were invited to participate in the study. A total of 18 companies responded to the 
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invitation. The interviews were conducted in vivo in March, 2022. The data were audio recorded, transcribed and 

analysed.  

Data analysis 
With two set research questions authors wanted to learn how the local IT companies organised internships during 

COVID-19 lockdown and what they detected as advantages and disadvantages of the online/remote internship. We 

analysed the following: 

a) companies profile including information about their experiences from before the COVID-19 pandemic 

(regarding remote working, student scholarships and internships) and preferred way of offering students’ 

internship programs (on site, hybrid, remote), 

b) respondents’ opinion about the students’ internship in the context of the availability of resources (people 

and time) required to supervise practical training activities as part of internship programs, before the 

COVID-19 pandemic, during and after the lockdown,  

c) respondents’ perceptions and experiences regarding technologies, tools and working processes during 

internships.  

Results of this study showed that the advantages of virtual internships are flexibility, saving time, the possibility for 

the interns to dedicate themselves to their private and faculty obligations, comfort, easier organization, the 

possibility of self-organization and reduced risk of COVID-19 infection. However, some respondents see more 

negative sides of the implementation of virtual internship among these lack of communication, missing the 

opportunity to learn about organizational, business and ultimately the human side of the company.  

DISCUSSION AND CONCLUSION 
The pandemic emphasized our dependence on technology and thus enabled the business world in the IT sector to 

gain even stronger dominance. Although students and educators do not know will education look like after the 

pandemic, most agree that it will be different. Virtual internship programs, which were offered during the recent 

lockdown, proved to be a solid alternative to the traditional onsite internships. In the period when physical contact 

was limited, it enabled the successful implementation of educational programs which in most cases include 

obligatory student internships. Some respondents in this study indicated that their companies as hosting institutions 

might consider developing future internship programs based on the perceived advantages of virtual internships and 

that the perceived disadvantages can help them design an effective hybrid model. Before setting up the model which 

could suit HEI sector the best, it is necessary to conduct the same or similar surveys in other public and/or business 

environments in order to be able to take into account all relevant facts and set up a comprehensive model of 

organizing internships at times when there is no alternative.   
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ABSTRACT 
When understanding information seeking, individuals’ knowledge construction and interest development are critical 

to be considered because of their active interactions with each other. Especially for children, these three 

dimensions—interest, search, and knowledge—can constantly influence each other and support meaningful learning 

experiences. However, there is a lack of empirical investigation to understand this interplay between the dimensions, 

particularly in children’s real-life environments. Building upon the previous literature on the conceptual 

demonstration of interest, search, and knowledge construction, we used a qualitative, video-based research approach 

to conduct a pilot analysis of a child’s experiences from a maker workshop at a science museum. Our pilot analysis 

provides a basis for empirical investigation of children’s authentic information seeking and learning.  

KEYWORDS 
Children’s search; interest; knowledge construction; makerspace; STEM learning 

INTRODUCTION AND THEORETICAL FRAMEWORK 
Information seeking and use is an essential component of individuals’ learning, especially related to expanding 

knowledge (Rieh et al., 2016). When examining information seeking and/or knowledge construction, it has been 

common to highlight the cognitive process involved. However, the importance of their affective aspect is getting 

more attention; interest development, which embraces both cognitive and emotional attributions, has tight 

relationships with learning and knowledge acquisition (Renninger & Hidi, 2016). Characterizing and predicting the 

interplay of interest development, knowledge construction, and information seeking are critical for understanding 

the role of information seeking in promoting knowledge construction and ultimately cultivating new interests and 

supporting learning experiences. Practically, it is also useful for designing interactive systems and educational 

programs to facilitate children’s learning in real-life environments.  

To represent the interplay of the three dimensions discussed above, in a previous study (Liu & Jung, 2021), we 

developed an interest-search-learning (ISL) model that characterized transitions in the states of interest, search, and 

learning and the temporal interactions among them. According to this model, meaningful learning experiences allow 

individuals to find new interests in certain areas or maintain existing interests, and their learning and interests also 

motivate them to actively engage in broader information-seeking episodes. Then, the new information collected and 

used in information-seeking tasks could further enhance learning and reinforce interests behind motivating the tasks. 

However, we did not provide empirical evidence that could clarify the interactions and state transition patterns 

defined in the ISL model. Besides, how children seek and utilize new information in their learning and interest 

development, especially in real-life information institution settings (e.g., museums, libraries, makerspaces), remains 

a critical but open question. Inspired by the conceptual explorations under ISL, our study takes a step forward by 

empirically exploring the interactions among online information seeking, interest development, and knowledge 

construction in learning, in particular, of children’s search behaviors and activities. Specifically, this late-breaking 

work aims to answer one research question: how do a child’s interest development, information seeking, and 

learning activities interact with each other in a real-life, collective learning environment?  

METHODS 
Setting and Data Source 
To understand the multidimensional transition of children’s interest development, search, and knowledge 

construction in a real-life setting, we investigated a set of video data from a family STEM workshop at a science 

museum. This workshop included two parts of activities (first, exploring the science museum for 2-30 minutes, and 

second, making artifacts using circuits and doughs for 3-40 minutes). This pilot analysis only focused on the second 

activity (i.e., maker workshop) of one dyad of mother and child (female, 10 years old). For the activity, materials 

such as Play Doh, Squishy Circuits (circuits that could be connected to tangible doughs), and a tablet (i.e., iPad 

mini) were provided. The workshop was an authentic—rather than a controlled or experimental—educational 

environment as it was how a workshop for children’s STEM learning would normally occur. A brief instruction 

about how to use Squishy Circuits was provided by a facilitator, but basically, the activity was driven by the family. 

This family was collaboratively engaged in the activity, leading to collective search and learning. This family 

created multiple artifacts such as a necklace and a car. Using the tablet was not mandatory, so their search behaviors 

with it were driven by their needs; this family used the tablet multiple times to search for information. 
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Pilot Analysis 
We conducted a qualitative video-based interaction analysis (Jordan & Henderson, 1995; Nassauer & Legewie, 

2021) to examine observable experiences and interactions of the family during the workshop. Our pilot analysis was 

performed using V-note, software for video analysis, through the following steps: First, we used a coding framework 

to identify observational evidence of each dimension—interest development, knowledge construction, and online 

information search. The coding framework was adapted and modified building upon previous literature (e.g., Hidi & 

Renninger, 2006; Jung et al., 2019; Liu & Jung, 2021; Scardamalia & Bereiter, 1991). It included observable 

evidence of newly-triggered short-term (situational) interest (e.g., emotional reactions such as exclamation and 

curiosity about a new subject) and maintained situational interest (e.g., repeated attention on the subject after 

situational interest was triggered); that of the states of search (e.g., exploration, exploitation, known-item, and 

synthesis/evaluation); and that of knowledge construction (e.g., knowledge acquisition, use, building). Due to the 

page limit, the full coding framework was not included in this paper. Second, to establish the trustworthiness of this 

coding, the first and second authors had a meeting, reviewed the transcript and video recording together, and made a 

full consensus about the coded episodes. Third, after identifying such evidence, we repeatedly revisited the coded 

episodes, especially when evidence of all three dimensions were identified at the same moment, to explore in what 

situations such interplay happened and map them into the series of episodes.  

FINDINGS 
In Episode 1 (Figure 1), the mother started using the tablet to search for examples of Squishy Circuits artifacts and 

found an example of a car. She showed it to the child, which was evidence of exploitation search as well as 

knowledge acquisition. This sparked the daughter’s new interest in “building a car.” 

Part of the transcript from Episode 1: 

Mom: (Mom uses the iPad to search for topically relevant information {exploitation search} and shows the 

child the iPad screen) They are showing you can build a car {new knowledge about the car artifact}. 

Child: (Reading the iPad together {new knowledge}) Oh, that’s really cool! {triggered situational interest} But 

I can’t build, so. I mean I could try after I am done with this.  

After their interest in car artifacts was sparked, they continued making. However, in Episode 2, they ended up 

experiencing a challenging situation where the LED light connected to their circuit was not working. Despite the 

challenge, the child maintained her situational interest as she kept trying, gathered new information, and paid 

attention to her artifact. The child used the tablet to check the example and further information to solve their specific 

problem and built knowledge with her mother by making constant discussions to try different methods. 

Part of the transcript from Episode 2:  

(Making is continued {maintained situational interest}. Both the child and mother look at the information from 

the iPad to figure out why the circuit is not working {known-item search}.) 

Mom: The long end has to be on the red side [of the LED light legs]. 

Child: Yeah it…it was…do we, do we have to use this? {knowledge building} 

Mom: Yeah. Yeah, it has to be somewhere. 

Child: Oh, we have to make wheels, I’ll make the wheels {information use}.  

 

Figure 1. Screenshot of the Coding Timeline for Episodes 1 & 2 

CONCLUSION 
We conducted a pilot analysis of the interplay of interest, search, and knowledge—particularly from a child’s real-

life learning experiences during a maker workshop at a science museum. Our study serves as an initial attempt to 

empirically examine the ISL model (Liu & Jung, 2021) that conceptualizes the interplay of interest development, 

search, and knowledge construction. Also, our pilot analysis shows the potential of analyzing video data to 

understand the multidimensional transitions of children’s interests, search, and knowledge. Particularly, our attempt 

can help scholars and practitioners from real-life information institutions, such as libraries and museums. Our coding 

methods and conceptual framework could also be reused in other learning and information-seeking environments. 

Limitations include that this study used a small-scale, single case and fully relied on video data. In future, we will 

conduct a larger-scale study with more participants, multiple data sources, and diverse learning settings. 
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ABSTRACT 
Affordances are action possibilities that emerge from the relationship between the properties of an object and an 

interacting agent’s capabilities. This poster examines how one type of affordance—anonymity—is enabled or 

constrained by six features of social media platforms. Our work is one step in a broader agenda to: (1) identify 

affordances that influence users’ behaviour in online communities; (2) outline the social media features that enable 

or constrain those affordances; and, (3) experimentally determine whether certain affordances, or combinations of 

affordances, support prosocial behaviour. Prosocial behaviour in information and communication technologies 

(ICTs) is broadly viewed here as benefiting other individuals in online communities, which in turn could increase 

the subjective well-being (SWB) of the community’s members. SWB is characterized by high positive affect, low 

negative affect, and high life satisfaction. 

KEYWORDS 
Anonymity; Affordances; Social Media Design; Human-Computer Interaction; Prosocial Behaviour 

INTRODUCTION 
The term affordance was coined by ecological psychologist James Gibson to describe the action possibilities 

available in one’s environment (Bucher & Helmond, 2018; Evans et al., 2017). Cognitive scientist Don Norman 

later popularised the concept of affordances in the fields of design and human-computer interaction (HCI). The 

presence of an affordance—that is, a possibility for action—is jointly determined by the relationship between the 

properties of an object and the capabilities of an interacting agent (Norman, 2013). For example, a chair affords 

lifting only if the interacting agent is physically capable of picking it up (Norman, 2013). 

Research on social media affordances tends to focus on the “new dynamics or types of communicative practices and 

social interactions that various features afford” (Bucher & Helmond, 2018, p. 239). Evans et al. (2017) distinguish 

between the material features of an object, the affordances that features enable, and an affordance’s possible 

outcomes. Whereas features are static, affordances are dynamic and emerge from the relationship between the user, 

the object, and its features (Evans et al., 2017; Treem & Leonardi, 2013). Moreover, unlike features, affordances 

“are not binary”: they vary in degree (Evans et al., 2017, p. 40). Lastly, affordances “invite behaviors and other 

outcomes” (Evans et al., 2017, p. 40). A social media feature could afford searchability and visibility of content, 

which could in turn allow a user to locate another user’s profile photo (Evans et al., 2017). 

Prior work has linked the digital features of social media platforms to the affordances that each enables. For 

example, the affordance of persistence—broadly defined as information remaining accessible rather than expiring—

could be enabled by a feature that displays the past activity of individuals on a platform (Treem & Leonardi, 2013). 

OBJECTIVES 
A growing body of work has applied concepts from positive psychology to the design of information and 

communication technologies (ICTs) (Desmet & Pohlmeyer, 2013; Riva et al., 2012). To our knowledge, however, 

no research has specifically examined the relationship between the affordances of social media platforms and users’ 

subjective well-being (SWB). Our work addresses this research gap by investigating how social media affordances 

could support prosocial behaviour in online communities, thereby increasing the SWB of the community’s 

members. 

Prosocial behaviour is “any action that provides benefit to others'' (Olson et al., 2008, p. 462). It is a broad category 

of behaviour that “encompasses helping, but it also includes actions that are not necessarily intended to assist others, 

such as following the rules in a game, being honest, and cooperating with others in social situations'' (Olson et al., 

2008, p. 462). Prosocial behaviour has been shown to be related to SWB, a construct typically defined as high 

positive affect, low negative affect, and high life satisfaction (Heintzelman & Tay, 2017, p. 10). Gherghel et al. 

(2021) found that “[…] engagement in prosocial behavior was positively associated with empathic concern and 



 

ASIS&T Annual Meeting 2022 104  Posters 

subjective well-being” (p. 4446). The positive relationship between prosocial behaviour and SWB may also be 

mediated by competence, autonomy, and relatedness (Feng & Zhang, 2021). 

We aim to identify affordances that influence users’ behaviour in online communities and outline social media 

features that enable or constrain each affordance, as illustrated in the literature. The following section introduces one 

such affordance—anonymity—and explains how six social media features enable or constrain it. 

EXAMPLE AFFORDANCE: ANONYMITY 
Anonymity has been defined as “the degree to which a communicator perceives the message source is unknown and 

unspecified” in communication research (Anonymous, 1998, p. 387). According to Evans et al. (2017), anonymity 

meets the criteria necessary to be considered an affordance. Anonymity could lead to a variety of possible outcomes 

(Evans et al., 2017), such as open and intimate conversations and experimentation with new ideas (Bernstein et al., 

2011). Indeed, empirical research shows that anonymity has “broad, varied, and inconsistent behavioural effects,” 

perhaps due in part to differences in how the concept has been operationalized (Burkell, 2006, p. 189). Furthermore, 

anonymity exists on a continuum: rather than fully anonymous or fully identified, a message source may be partially 

anonymous (Anonymous, 1998) and “[t]here is great variability in the degree of anonymity that particular objects 

afford” (Evans et al., 2017, p. 41). 

In the context of social media, Correa et al. (2015) distinguish between the protection of online and offline identities. 

On Facebook, for instance, users are expected to post from a single online identity (i.e., their account) that matches 

their offline identity (i.e., their real name, which serves as their username) (Correa et al., 2015). Together, these 

features afford Facebook users little to no anonymity. Meanwhile, features could increase a user’s degree of 

anonymity by allowing them to hide their offline identity (e.g., through the adoption of pseudonyms) and/or hide 

their online identity (e.g., by not requiring the creation of user accounts, so that posts are unlinked to any single 

identity, pseudonymous or otherwise). 

Following Treem and Leonardi’s (2013) approach of linking social media features to particular affordances, Table 1 

presents a non-exhaustive list of features that increase or decrease online users’ anonymity. 

Social media 

feature 

Description Impact on 

anonymity* 

Illustration in 

literature 

Profile photos 

Users are allowed (and encouraged) to upload profile photos that 

reflect their corporeal selves. For example, the default profile 

photo icon could be a silhouette of a face, suggesting that a selfie 

is an appropriate kind of photo to upload. 

-  (Cirucci, 2015) 

Pseudonyms 

Users can adopt a pseudonym as their username instead of 

entering their real name. + 

(Bernstein et al., 

2011; Correa et al., 

2015; Hogan, 2013) 

No profile 

pages 

Users cannot create profile pages. Consequently, other users 

cannot navigate posts linked to any particular username. 
+ (Correa et al., 2015) 

Shared 

usernames 

Multiple users can share the same username.  

+ 

(Bernstein et al., 

2011; Correa et al., 

2015) 

Non-persistent 

usernames 

Users can change their username at any time. 

+ 

(Bernstein et al., 

2011; Correa et al., 

2015) 

No user 

accounts 

Users cannot (or are not required to) create accounts. 
+ 

(Bernstein et al., 

2011) 

Table 1. Social Media Features Impacting Users’ Anonymity 

CONCLUSION 
Our work builds upon prior research that has examined the affordances of social media platforms. We intend to: (1) 

identify additional affordances that influence users’ behaviour in online communities; (2) outline the social media 

features that enable or constrain those affordances; and, (3) experimentally determine whether certain affordances, 

or combinations of affordances, support prosocial behaviour and consequently increase the SWB of an online 

community’s members. As a result of our research, we aim to recommend features that could be implemented in 

social media platforms to encourage prosocial behaviour. These recommendations could contribute to the 

development of ethical Mass Influence Systems (MISs) that promote human flourishing (Mayhew et al., 2022). 
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* “-” indicates decrease, and “+” indicates increase 
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ABSTRACT 
The Port of Beirut, Lebanon explosion on August 4, 2020, forced increased emigration of the Lebanese people, as 

they sought stability outside of their economically and politically volatile country (Farhat, 2021). Thus, families 

remaining in Lebanon are more dependent than ever on remittances. However, the ability of families to receive 

remittances is contingent on the success of those emigrating from Lebanon to gain employment. Job seekers often 

turn to the internet for career information from communication platforms like Reddit and dedicated job forums, like 

Jobs for Lebanon, among other institutional resources. This study focuses on these online institutional resources’ 

hyperlink network, as hyperlink networks can represent a collective public good  (Fu & Shumate, 2016). Data 

collection resulted in a network of 148 institutions. Yet with the plethora of resources available, the Lebanese 

community is still undergoing ineffective job searching. This preliminary research explores the barrier between 

institutionally presented job resources and Lebanese job seekers by comparing the structure of the existing 

institutional resource network to resources shared in a leading online community. A network analysis of 148 

institutions reveals: (1) unproductive job information exchange between major institutions, and (2) an opportunity 

for institutions to better support Lebanese job seekers. 

KEYWORDS 
Lebanon; Job Seeking; Network Analysis; Information Diffusion; Information Exchange 

INTRODUCTION 
On August 4, 2020, one of the largest non-nuclear explosions in history pulverized the Port of Beirut and damaged 

over half the city (Helou et al., 2021). The explosion activated global crisis response efforts to aid the hundreds 

killed and thousands injured or displaced from the damaged city infrastructure. Now in 2022, the Lebanese economy 

and people are still hurting as hyper-inflation increased the poverty rate to 78% (Human Rights Watch, 2021). 

Corrupt government officials, political instability, and the exponentially worsening overall situation is provoking 

increased emigration as Lebanese people seek a better future for themselves and their families. Given Lebanon’s 

high dependence on remittances, emigrants' success is pertinent to the livelihood of Lebanese citizens (Awdeh, 

2014). Many institutions and non-governmental organizations (NGOs) have observed this vulnerability and created 

or supported organizations in response. These institutions include ‘Jobs for Lebanon’ or ‘Hire Lebanese’, which are 

job search sites specific to the Lebanese job seekers. With a majority of Lebanese people still unsuccessful in their 

search (Farhat, 2021), their declining morale indicates that these resources are not reaching or fitting the intended 

audience. This informs the following critical questions that this preliminary study aims to explore: 

1) What institutional information resources are available online for Lebanese people seeking job 

opportunities? 

2) What gap, if any, is revealed when comparing (1) to job resources shared in online communities? 

RELATED WORK 
This work is related to information exchange under the larger information behavior umbrella. Popularly studied 

through social network analysis, information exchange studies the relationships built by exchanging intangible 

resources like information or social support (Haythornthwaite, 1996). The actors exchanging the resources can be 

institutions, like NGOs, or individuals in online communities. Analyzing patterns of information exchange in a 

network indicates the likelihood of actors being exposed to, and thus using, resources (Haythornthwaite, 1996). 

There is prior work on information and resource exchange, yet none focused on the ongoing Lebanese crisis. Given 

the context described in the previous section, the importance of effective job resource exchange cannot be 

undermined. This work expands earlier scholarship by using a transformative mixed methods framework, which 

enables researchers to advocate for people or a community who have experienced oppression and/or discrimination 

from race/ethnicity, immigrant status, political conflicts or other harm (Creswell & Creswell, 2018). By applying a 

transformative framework to the Lebanese community, which has openly discussed the difficulties of job seeking 

after the Port of Beirut explosion, I investigate and bring voice to a crucial concern at the intersection of information 

exchange and crisis studies.  

METHODS 
There were two primary methods facilitated in this preliminary study: network analysis of the hyperlink network and 

a content analysis of Reddit page r/Lebanon.  
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Network Analysis 
A network analysis was conducted to understand how the network of NGOs informs the overall institutional 

structure of the Lebanese job-seeking resource space. Data for the institutional hyperlinks were collected manually, 

beginning with the most popular Lebanese Job resource “Jobs for Lebanon” (JFL). For each site (i.e., resource), the 

partners and sponsors were denoted as targets. Each target’s website was then used as a source, and the process 

repeated until no new institutions were identified. If a sponsor was not an NGO, or not dominantly relevant to the 

research question (e.g., Facebook), the sponsor would not be listed as a target. This was done to keep the network 

boundary refined to the scope of the study. This manual website crawling process resulted in an edge list of 148 

nodes used to analyze different measurements of centrality. 

Content Analysis 
A content analysis was conducted to compare the institutions collected via the website crawl against the information 

shared amongst the Lebanese online community via Reddit’s subreddit r/Lebanon. This online community has over 

80,000 members exchanging information about a variety of topics including job opportunities, career advancement 

tips and job seeking resources. To collect the public data from r/Lebanon, a Python-based API 

(subreddit_downloader.py) was used to gather the last 3 months of data. Posts were manually reviewed by the author 

for any resource used to answer a job inquiry which was then denoted as a shared resource (Krippendorff, 1989). 

RESULTS 
The hyperlink analysis, conducted by metrics discussed next, revealed dispersed information resources for Lebanese 

professional development or job seeking sites. Network density reflects the overall strength and interconnectedness 

between actors in a network (Sohn, 2009). Closeness centrality is a metric that informs how long the information 

will take to spread between vertexes in the network, while betweenness centrality measures the importance of a node 

in connecting other nodes in the network (Bloch et al., 2021). Lastly, eigenvector centrality measures the influence 

of a node in a network with a relative score (Bloch et al., 2021). The low overall network density of 0.0095 indicates 

an opportunity for better connected information resources to enable quicker and more widespread information 

exchange. A more connected network allows for a more effective and rapid job information diffusion process, 

enabling an improved search process for the Lebanese community. JFL unsurprisingly had the highest betweenness 

centrality signaling significance of connecting other nodes. However, JFL’s low closeness centrality of 0.112 

demonstrates a slow information flow impacting the efficacy of job information diffusion to other resources. 

Furthermore, these findings demonstrate how resources not focused on career advancement or job postings - such as 

Beirut Digital District (BDD) and Outerpond – are also central in the network when considering their eigenvector 

centrality scores. BDD ranked first for eigenvector centrality, while Outerpond followed JFL by ranking third. BDD 

provides eco-friendly working environments and event spaces for professionals, while the Outerpond is e-bridge 

platform promoting cross-border collaboration with Lebanese businesses. Both institutions demonstrate 

organizations whose sole focus is not disseminating career advancement opportunities for Lebanese but do in fact 

play a large role in diffusing job information. A similar finding was discovered when analyzing betweenness 

centrality scores, as BDD, Outerpond, Chamber of Commerce Lebanon-France and ESA Business School had 

comparable scores to JFL. This noteworthy finding begs for two follow-up question: (1) how can institutions not 

solely focused on career advancement better support Lebanese job seekers? And, (2) are these institutions aware of 

their assistive role in the job crisis, and what observable efforts can be seen? 

When comparing the institutions with the highest centrality scores in the network to the institutions shared via 

Reddit’s r/Lebanon, there is only an approximate 6% overlap. In other words, a vast majority of the resources that 

are prominent in the hyperlink network are not shared in one of the largest Lebanese online communities. 

Additionally, job seeking resources that had very low centrality in the network were shared in the subreddit due to 

their focus on hiring in Lebanon and the greater Middle East. Examples include Naukri Gulf and Hire Lebanese, 

which were signaled on Reddit as helpful job sites by “pinning” the resources but calculated to each have low 

closeness centrality scores of approximately 0.0081 compared to JFL’s 0.112.  

CONCLUSION 
Conducting the preliminary analysis on the hyperlink network of Lebanese job resources revealed a poorly 

connected network structure. When comparing this network analysis to the dialogue on a popular Lebanese online 

community, r/Lebanon, a disconnect between available and used resources is revealed. This disconnect cannot be 

resolved without future participatory research to better understand why the central institutions in the network are not 

shared in online communities. This may be a case of inaccessibility, information overload, or another unobserved 

cause. Whatever the root issue may be, future investigative research must be conducted to better support and 

empower the Lebanese job seekers eagerly searching for stability. This research can then be transferred to better 

understand career information gaps found in other communities currently facing related disparities.   
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ABSTRACT 
Museums invite visitors to actively engage in exhibitions. However, it is unclear how visitors experience and 

appreciate exhibitions, because (1) people’s motivations and goals to visit museums vary significantly and (2) 

scholars have yet to standardize a typology of observable visitor experiences. This study explores the potential of 

social media postings to assess museum visitors’ engagement. Images posted on Instagram at an exhibition, One 

with Eternity: Yayoi Kusama in the Hirshhorn, are examined as a case study to explore visitor engagement using 

social media. A qualitative analysis of the 964 Instagram images posted for the exhibition suggest that Instagram can 

surface visitors’ experiences with artifacts presented in museums: they enjoy interactive and immersive experiences 

in the exhibition. This preliminary study implies that there are opportunities to extend this approach to facilitate 

visitor interactions with exhibitions through social media.    

KEYWORDS 
visitor engagement; Instagram image analysis; museum visitor experience 

INTRODUCTION 
Museums are sites of informal education (Falk & Deirking, 2002; Hein, 2002) where visitors are directed by their 

own interest (Rogoff et al., 2016). Engagement is a critical part of the informal learning process (Budge & Burness, 

2018). Accordingly, museums create visual learning environments for visitors to establish their individual 

interpretative strategies (Hooper-Greenhill, 2000). Exhibitions are often designed for visitors to engage in personal 

meaning-making and facilitate learning. Meaning-making describes how people interpret their environment and 

understand their lives based on their individual knowledge and experience (National Research Council, 2000). 

Studies show that visitors construct meanings from exhibitions that may differ from what the artists intended 
(Adams et al., 2003). Social media provides museums with new opportunities to understand how visitors engage 

with exhibits and construct meanings from them (Budge, 2017). Previous research on museum visitors’ use of 

Instagram has focused on communication (Weilenmann et al., 2013), place-making (Budge, 2018), aesthetic 

inspiration (Budge, 2017), and memory (Rhee et al., 2021). However, research addressing the relationship between 

social media and informal learning experiences remains limited. This study explores social media’s potential to 

understand visitor experiences. To understand how museum visitors use social media and how the technology 

moderates their interaction with museum artifacts, we analyze 964 Instagram images from One with Eternity: Yayoi 

Kusama in the Hirshhorn Collection (Hirshhorn, n.d.). Qualitative analysis highlights visitors’ interactions with the 

exhibition and their visual meaning-making. Analyzing volumes of Instagram images allows us to understand how 

visitors engage in exhibitions and what visitors value from their museum experiences. Specific questions we ask in 

this preliminary case study are:  

1. What kinds of images do visitors post using the Instagram hashtag #eternalkusama? 

2. What types of engagement can Instagram images reveal? 

DATA 
The selected exhibition is One with Eternity: Yayoi Kusama in the Hirshhorn Collection. Kusama’s worldwide 

popularity, highly Instagrammable visuals, and the exhibition timeline accorded well with this research. The 

exhibition displayed five of Kusama’s works: Infinity Mirror Room―Phalli’s Field (2017) (hereafter “Field”), 

Infinity Mirrored Room―My Heart is Dancing into the Universe (2018) (“Universe”), Pumpkin (2016), Overcoat 

(1964) (“Coat”), and The Hill (1953) (“Hill”) at the Hirshhorn Museum and Sculpture Garden, Washington, D.C. 

Between April 1 and May 30, 2022, 964 images under the #eternalkusama tag were collected through 4K Stogram 

Instagram downloader software (4K Download, 2022). 

METHODS 
For the first research question, we classified the Instagram images tagged #eternalkusama into any of the five 

categories of Kusama’s works (defined by the artist) using Google AutoML Vision (Google, 2018). A single-label 

classification model was built by training 140 images of her work that were already classified by the artist (F1=.97). 

Then, the 964 Instagram images were predicted using the trained model. If the confidence level of the prediction 
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was higher than 0.65, the image was classified into one of the four categories (The Hill category was removed, 

because there were not enough training images). In cases where the confidence level was less than 0.65, they were 

classified as Others (denoting non-exhibition images). To answer the second question, we qualitatively coded the 

images by focusing on visitors’ visual meaning-making practices. We generated themes in an inductive way to 

identify emerging themes from the photos (Namey et al., 2011). 

FINDINGS 
In the AutoML-based image classification analysis, images of exhibition objects are dominant, compared with the 

images of non-exhibition objects. However, this still demonstrates visitors’ self-selection of subjects from the 

exhibition that curators designed. Of these categories, "objects" is the most frequent. Most object images feature 

interactive, visually and spatially impressive works rather than two-dimensional objects hung on the wall. For 

example, Field, Universe, and Pumpkin are frequently posted object images that are placed in the exhibition space 

where visitors can physically walk around them.  

 

Figure 1. Codes: objects, standing, performing, re-curating, selfies, information, interpretation 

(from left to right) 

Emerging Themes of Visitors’ Experiences 
Codes that emerged are objects, standing, performing, re-curating, selfies, information, and interpretation (Figure 

1). Objects refers to photos of artworks visitors take in the exhibition. Standing is distinguished from performing by 

how visitors contextualize themselves with exhibition objects; performing includes mimicry and interaction. Re-

curating occurs when visitors re-frame the exhibition to express their aesthetics or creativity, such as taking a photo 

from a different angle, adding filters, or enlarging a particular portion of the work. Selfies are self-portraits focusing 

on an individual’s face, making the exhibit a backdrop (Kozinets et al., 2017). Information includes exhibition titles, 

wall texts, snapshots of exhibition news articles, and exhibition spaces. Interpretation occurs when visitors produce 

images related to what they saw in the exhibition (e.g., fashion items or other objects featuring Kusama’s iconic 

pattern) or recontextualize images external to the exhibition (e.g., SpongeBob).  

Among the types of visitors’ engagements with the exhibition defined in the image codes, standing is the second 
popular type of images after objects. Many visitors took photos standing in the exhibition. This suggests that visitors 

may self-record their visits for memory or social display. Re-curated images are unique way of experiencing the 

exhibition. They demonstrate visitors’ meaning-making practices with the exhibition content. Most images coded 

selfie co-occur with Universe and Field images because of the visually pleasing backdrops. Museum selfies deliver 

an evident message: “I was there, I came, I saw, and I selfied.” (Fei, 2016, 03:55). An image capturing the outside of 

exhibition installation presents the atmosphere of before and after the exhibition. Visitors post images to 

communicate information with online users, and these posts can complement museums’ official exhibition 

information. Visitors interpret the exhibition by posting personal responses to the exhibition as after-visit activities. 

Some images represent daily life activities associated with the exhibition objects or artists.  

Overall, the Instagram image data reveal that visitors experience the exhibition by engaging with the artifacts in 

various ways, which are essential to informal learning. The identified characteristics of the One with Eternity 

exhibition Instagram images are that, (a) by taking and posting photos, visitors document their experiences and enact 

their meaning-making through re-curated social media images; (b) visitors prefer taking photos in immersed 

experiences? such as mirror room installations, rather than taking a third-person perspective for artifacts, (c) visitors 

post their responses and exhibition information to communicate with their social networks, (d) selfies in museums 

are not just self-photos of a person, but a self-photo about where they are, and (e) visitors enjoy creating aesthetic or 

artistic expressions through social media.  

DISCUSSION & FUTURE WORK 
These findings suggest that museums can utilize social media not only to promote exhibitions but also to understand 

visitors’ engagement and preferences. From an informal learning perspective, we can see visitors use Instagram to 

engage with exhibitions and expand their interpretations through self-reflective postings. Although this pilot study 

has a dataset of only 964 images, its methodological implications will help museum professionals leverage social 

media data to inform strategic decision making. Future studies can extend this research with a mixed-method 

approach, such as combining Instagram image-text analysis and interviews with Instagram, furthering understanding 

about people’s informal learning processes in museums and their technology-mediated experiences of exhibitions. 
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ABSTRACT 
This study aims to explore the transition of the term “digital library” through a thematic mapping of published 

literature. To reach this purpose, we conducted a network analysis on the retrieved bibliographic dataset from the 

Scopus database. From 985 documents total of 77 high-frequency keywords have been selected. Co-occurrence of 

the top 20 keywords has been identified to get indicative themes. Among the top 20 high-frequency keywords, the 

term “human” is identified as an emerging term based on the average publication year 2017. The terms from the 

blue-colored cluster are “human”, “disease” “diagnosis” and many more to support information resiliency due to 

expanding areas in the context of the digital library. 

KEYWORDS 
Digital library; Information Resilience; Thematic mapping 

INTRODUCTION 
“Information is power,” said Francis Bacon. Providing the right information to the right person at the right time is an 

adage echoed by S R Ranganathan to library professionals. So, it is crucial to generate, manage, and make 

information easily accessible to a specific community or group of communities through digital libraries (IFLA, 

2012; Xie & Matusiak, 2016). Yugandhar (2022) found that the development of digital libraries in India has been 

skewed, prompting the authors of this study to further explore this phenomenon. The study is conducted to identify 

two objectives. Firstly, to get the indicative terms by the co-occurrence of high-frequency keywords from the 

published literature in India with a time range from 2000 to 2021. Secondly, to know the community themes of 

interest and the emerging terms within the term “Digital Library”. The sustained emergence of the term “Digital 

Library” over a span of a decade among the community indicates information resilience. Findings from this study 

would guide the LIS professionals to set their narratives and expand the scope of research. 

METHODOLOGY 
Scopus database was used to retrieve the bibliometric data for analysis. As of 15th February 2022, the published 

literature was searched with the keywords “digital librar*” and “India” in English. “AND” Boolean operator has 

been used to get a precise result. A total of 985 documents were retrieved. The method of network analysis had been 

taken as a research design to identify leading and emerging topics. The formula given by Kauffman & Group (1969) 

was used to find the transition between high and low frequency among the frequency list of keywords(Guo et al., 

2017). A total number of 6719 keywords were retrieved from the corpus by considering author and index keywords. 

Author keywords are those assigned by the authors of the retrieved papers, whereas Indexed keywords are those 

assigned by the database to the papers. Using Biblioshiny bibliometric software, the number of keywords retrieved 

having only one frequency was 2900(I1). 

 (N=Transition point, I1= Number of keywords with the frequency of one). 

Using the above formula, the researchers reached a value N equal to 77. Therefore, for further analysis, 77 keywords 

were considered for conducting the study using the software VOSviewer. To identify an emerging term, the average 

publication year of documents containing a keyword or term, published by a country is considered (Waltman et al., 

2010). The smart local moving algorithm technique (SLM) (Waltman & Jan Van Eck, 2013) was used to 

demonstrate the clustered keywords. 

DATA ANALYSIS 
The top 20 indicative terms are listed in Table 1. The rank of keywords is based on their frequency of occurrence in 

published literature.  
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1
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Rank  Keywords Occurrences Links Total link strength Avg. pub. year 

1 digital libraries 645 334 3268 2012.879 

2 digital library 132 172 418 2014.78 

3 information retrieval 100 181 581 2011.93 

4 information services 74 151 455 2011.878 

5 libraries 74 170 434 2012.027 

6 India 66 91 252 2009.955 

7 search engines 59 136 387 2012.915 

8 database systems 50 151 389 2007.88 

9 semantics 40 106 248 2013.6 

10 information technology 37 105 265 2005.892 

11 world wide web 35 103 223 2007.2 

12 human 33 111 342 2017.667 

13 internet 32 89 180 2007.656 

14 metadata 31 96 187 2010.226 

15 computer software 30 87 169 2008.633 

16 information management 30 96 191 2009.133 

17 open-source software 30 76 169 2014.6 

18 article 29 100 339 2015.931 

19 societies and institutions 29 91 215 2007 

20 e-learning 28 78 147 2015.357 

Table 1. Top 20 High-Frequency Indicative Keywords in the Digital Library Research Field  

Figure 1 shows the clusters of community themes derived from the co-occurrence of high-frequency keywords. The 

cluster shows the emerging themes in relationship with the term “digital library”. The terms “human”, “disease” 

“diagnosis”, “molecular docking”, “virtual reality”, “virtual screening”, “article”, and “priority journals” from this 

cluster, point to the extension of the scope of the term “digital library”.  

 

Figure 1. Visualization of Community Theme Co-Occurrence Network of High-Frequency Keywords 

By using the clustering technique, the formation of a blue-colored cluster to the extreme right was observed. The 

term “human” from the blue-colored cluster was identified as a recent keyword based on the average publication 

year (2017). 

DISCUSSION AND CONCLUSION 
The study helps in enhancing our understanding of the trajectory of the term “digital library” towards humankind by 

the blue-color clustered terms (i.e., “human”, “disease”, “diagnosis”, “virtual reality”, “molecular docking”, article” 

and “priority journal”). These terms belong to journals like the Journal of Molecular Structure, Computers in 

Biology and Medicine, Journal of Chemical Information and Modeling, Diagnostics, etc. The readers of these 

journals play a significant role in the transition of information within the context of the digital library. This transition 

of the term ‘Digital Library’ indicates resilience in the evolution of digital library development in India. It also gives 

the initiation point to LIS professionals to be ready to adopt the emerging subject domain (Atkins et al., 2007). This 

finding is consistent with the world perspective too (Borgohain et al., 2021). A broader view is represented by high-

frequency keywords of the digital library research thematic trends (Lis & Tomanek, 2020). 
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ABSTRACT 
Weibo is a widely used social media platform showing all kinds of information related to the COVID-19 pandemic 

promptly in China. Official media and private media are two typical types of media on Weibo. Due to the different 

characteristics of these two media types, in the context of public health emergencies, it is worth exploring whether 

there are differences in the users’ interactive behavior with information from these two types of media. This is of 

great significance to the integration and development of these two types of media.This study obtained data on the 

interaction behaviors of Weibo users with posts published by the two media types at various stages of the pandemic. 

Statistical analyses have confirmed significant differences in interaction behavior data between users and these two 

media types. In future research, based on the findings of this study, we will investigate the reasons behind these 

differences to provide relevant guidelines and suggestions for the release of different media in public health 

emergencies by conducting a deep dive analysis of user reviews. 

KEYWORDS 
User information behavior; COVID-19 pandemic; Official media; Private media; Weibo; China 

INTRODUCTION 
COVID-19 is attacking the world, inflicting havoc on human health and the world economy. In the current context, 

people are in urgent need of relevant pandemic prevention knowledge and information (Hughes, 2009). Social 

networking platforms provide people with the means of collecting and disseminating information. As one of the 

biggest social network platforms in China, with 511 million active users, Weibo offers dynamic and timely 

interactions (Feng, 2017). Groups of people come together on this platform to acquire and to interact with 

information (Reynolds, 2005). During this period, various media accounts on Weibo, including official media 

(supported by the government) and private media (supported by private corporations and individuals), play an 

essential role in spreading important information on pandemics and in guiding public opinion. However, the 

different nature of these two media types means that users may show different interaction behaviors in their 

published posts of the same event. We collected relevant data to verify the differences in user information behavior 

between the two different media types,andfurther distinguished the differences at different stages of the pandemic. 

METHOD 
Pandemic Stage Division 
According to “China’s Action against COVID-19,” a white paper issued by The State Council Information Office of 

the People’s Republic of China, we divided the research phase into five parts. Selection of time nodes for the first 

four stages from the white paper included, incubation period (27/12/2019 to 19/01/2020), outbreak period 

(20/01/2020 to 20/02/2020), controlling   period (21/02/2020 to 17/03/2020), results appearing (18/03/2020 to 

28/04/2020).  The fifth phase of the recovery period starts and ends from April 29, 2020 to September 5, 2020. Since 

31 provinces and municipalities in China achieved zero new local cases for 20 consecutive days on September 5, 

2020, it means that the pandemic was temporarily effectively controlled on this day. 

Event Selection 
To ensure the richness of the acquired data, according to the popularity of events provided by Weibo, the 

representative events selected at each stage are the most concerned hot events in the current period. Starting at the 

second stage, we selected the top five popular eventsin each stage based on the pageviews of the events, e.g., 

Shuanghuanglian could inhibit COVID-19,  this is Wuhan at 10 o'clock today, and Cinemas in low-risk areas will 

open for business on July 20. It is noteworthy that the first stage was a special time when most media platforms did 

not realize that the pandemic was spreading, so the number of relevant popular events was minimal. For this reason, 

only one representative event, four new COVID-19 cases in Wuhan, was selected at this stage. 
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Data Collection and Annotation 
According to “China’s Action against COVID-19,” a white paper issued by The State Council Information Office of 

the People’s Republic of China, we divided the research phase into five parts. Selection of time nodes for the first 

four stages from the white paper included, incubation period (27/12/2019 to 19/01/2020), outbreak period 

(20/01/2020 to 20/02/2020), controlling   period (21/02/2020 to 17/03/2020), results appearing (18/03/2020 to 

28/04/2020).  The fifth phase of the recovery period starts and ends from April 29, 2020 to September 5, 2020. Since 

31 provinces and municipalities in China achieved zero new local cases for 20 consecutive days on September 5, 

2020, it means that the pandemic was temporarily effectively controlled on this day. 

Data Analysis 
In order to eliminate the influence brought by the number of followers on its posts, we calculated the 1/10,000 

percentage of comments, thumbs-up, and reposts of each blog post for the number of fans of each account, thereby 

obtaining the comment rate, thumbs-up rate, and repost rate for each post. We analyzed the differences in these rates 

between the official media and the private media at various stages of the pandemic. Because the dimensions of the 

comment rate, thumbs-up rate, and repost rate for these two media types are different, the rates were normalized. 

Normalized data does not follow the normal distribution. Therefore, the Mann-Whitney U test was used to analyze 

the differences. 

RESULTS AND DISCUSSION 

 

Figure 1. Average comment, thumbs-up, and repost rate of official and private media posts at each stage 

Official media has a large number of fans. Therefore, the interaction ratio of official media is much smaller than that 

of private media. For a clear comparison of the interactions between users and these two types of media at different 

stages of the pandemic, Figure 1 separately shows the average comment rate, thumbs-up rate, and repost rate of 

posts published by the two media types at each stage. Figure 1 shows that the peaks of the interaction of the two 

types of media are on the comment rate, but the peaks of the comment rate of the two types of media are at different 

stages. The official media took the lead in the fifth stage, the recovery stage. The comment rate obtained by the 

official media from the first stage to the third stage gradually increased, and it dropped suddenly in the fourth stage, 

but peaked in the fifth stage. In the private media, the comment rate dropped to a minimum in the third stage, 

reaching its peak in the fourth stage, the results appearing period, but plummeted in recovery stage. 

 

Table 1. The p-values of the Mann-Whitney U test on the two types of media for each rate at each stage 

Table 1 shows the significant value of the difference between the comment rate, thumbs-up rate, and repost rate of 

each stage for the two types of media. There are significant differences between the official media and private media 

in repost and comment rates as a whole. Specifically, there are significant differences in these rates in the fourth 

stages of the pandemic. There are significant differences in the comment rate and the repost rate in stages five. Stage 

3 only has a significant difference in comment rate, and stage 2 only has a significant difference in thumb-up rate.  

To sum up, it can be seen that users are more willing to comment on official media during the recovery period, and 

comment on private media during the results appearing period. The difference in the comment content of the same 

event under different media types may be an important factor leading to the difference in comment rate. The next 

research plan is to combine the expressions of different media types on the same event, compare the differences in 

user comment topics, emotions, etc., and analyze the factors that affect users’ behavior differences under different 

media types from the perspective of content characteristics. 
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CONCLUSION 
This study found that at various periods in the development of the COVID-19 pandemic, there were significant 

differences in the comments, thumbs-up, and repost behaviors of Weibo users to posts published by official media 

and private media. The differences in user comments and bloggers ’posts need further analysis. 
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ABSTRACT 
Users often conduct cross-session searches to look for information over time, especially for complex tasks. Cross-

session search activities may be intermixed with periods of direct engagement to implement the work task 

(potentially based on information found during search).  Much prior work has focused on analyzing the changes in 

search activities between sessions and on trying to predict task continuation. Less consideration has been paid to the 

non-search task activities and their influence on search sessions. We conducted a diary study to investigate cross-

session search behavior in real-life tasks. Our preliminary analysis identified eight types of non-search task activities 

people conducted in-between their cross-session search processes. We also observed three different patterns 

regarding how users’ search sessions intertwined with non-search activities. Our findings provide evidence-based 

insights about cross-session search process in real-world task contexts and provide insight into the underlying 

reasons for users’ search behaviors during cross-session search.  

KEYWORDS 
Cross-session search; Information use; Non-search task activity; Information seeking process 

INTRODUCTION 

Cross-session search (XSS) is common in our everyday work and life. It describes a series of information search 

sessions that people conduct at different time points to complete a task or a project. Previous studies mainly focus on 

users’ search activities during the XSS process.  For example, research on supporting XSS has investigated: topics, 

queries, session length, search devices, information keeping methods, and task continuation prediction (Agichtein et 

al., 2012; Han, He & Chi, 2017; Kotov et al., 2012; MacKay & Watters, 2009; Morris et al., 2008; Wang et al., 

2013; Wu et al., 2018). Researchers have also studied the reasons that lead people to search across multiple sessions, 

including the reasons why they resume a search session and why they stop during a cross-session search process 

(Lin and Belkin, 2005; Spink et al., 2002, MacKay and Watters, 2009).  

Work tasks and task processes have an important effect on users’ information search behavior (Capra, Arguello, and 

Zhang, 2017; Liu et al., 2012; Vakkari and Hakala, 2000). However, less attention has been paid to the influence of 

and intertwining of work task processes and search behaviors during an XSS. Users may intertwine actions of (1) 

working on the main work task, with (2) searching for needed information, (3) applying found information, and (4) 

iterating these steps. From this perspective, users’ information search activities and their information use activities 

could affect each other as the work task moves forward. This study aims to investigate how information search 

activities interweave with other non-search task activities for real-world work tasks that involve XSS. 

METHOD 
We conducted a diary study of users’ information behavior for work tasks that involved XSS. We recruited twenty-

five participants (9 undergraduate students, 7 graduate students, and 9 non-student staff) from our university. 

Participants ranged in age from 18 to 62 years and 60% were female. Every participant had a self-selected task that 

was expected to involve multiple information search sessions. During the study period, each participant used a 

customized Google account to search online for their selected task. They could search at any time and their search 

histories were recorded. Participants completed questionnaires before and after each search session and kept a daily 

review diary about their task activities. 

To identify different types of information behaviors and task activities, we extracted users’ descriptions of task 

activities from their responses to four open-ended questions: (1) a question about activities they did before they 

started the current search session in the pre-session questionnaire, (2) a question about their search process in the 

post-session questionnaire, (3) a question about any activities they did besides searching during a search session in 

the post-session questionnaire, (4) a question about their work process for the day in the daily review diary (this 

inquired about search sessions and other task activities). Following Berg’s (2017) qualitative analysis workflow, we 

grouped users’ activities into two categories: (1) Information search activities (coded as Search, S), referring to 

activities when participants interacted with online search engines to look for information related to their tasks; and 

(2) Non-search activities (coded as Doing, D), referring for any other physical and mental activities participants 

conducted to complete their tasks without using search engines. Through the open-coding process, we further 

classified the non-search activities into eight different types (explained in next section).  
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RESULTS & DISCUSSION 
Our analysis identified eight types of non-search task activities that participants conducted for their tasks, including: 

(1) setting up/adjusting task scope and goals, for instance, “I've had two conversations with my sister about what she 

wants to do with her baby shower.” (p107); (2) creating task work plans, for instance, “I made a list of people and 

search terms that I wanted to focus on” (p105); (3) working on the task using prior knowledge, for instance, “[I] 

wrote a partial visual analysis of [topic] briefly from memory” (p113); (4) applying the found information to address 

(sub)task problems, for instance, “I have read thoroughly the articles that I found in previous search sessions and 

drafted three slides about their content” (p131); (5) exchanging ideas with collaborators, for instance “I texted 

[name] every time I saw an activity that sounded fun.” (p107); (6) consulting others for opinions and inspirations, 

for instance, “I texted some of my friends to ask if they'd heard of [topic]” (p101); (7) monitoring task progress, for 

instance, “[I] reviewed my notes to determine how I can complete my task” (p120); and (8) taking notes about the 

found information and ideas, for instance, “I took detailed notes with this search...I also made notes of questions and 

other searches I may need to do” (p116). Previous research and models of information behavior have included some 

of these activities (e.g., formulating goals, consulting others, collaborating, note-taking) (Ellis & Haugan, 1997; 

Morris et al., 2008; Wilson, 2000).  Here, we note that, in general: (a) the purpose of these non-search task actions 

was not to find specific information required by the task; and that (b) participants separated these actions from their 

interactions with search engines or other information systems.  

To investigate how the information search and non-search activities were intertwined and related to each other, we 

first abstracted all the non-search activities as doing, and then analyzed their relationship with the search activities. 

We identified three different patterns: SDSD, DSDS, and SSD.  We note that there are two main differences among 

these modes: (1) whether the process starts with a search activity or a doing activity, and (2) whether the search 

sessions are mixed with working sessions through the task process. 

SDSD was the most common pattern in our data (n=13). It describes a process when a person starts a work task by 

searching for information (S) (one session or multiple sessions) and then applies the found information to task (D). 

They may repeat this process until they have found all the information needed to complete their task. For instance, 

participant p108 wanted to create a dance show. She described that she started with a search session (S) in which she 

“searched [for] a lot of music, poems, literature and lyrics that I may be using in my piece.”  Then, she engaged in a 

doing phase (D) where she “drafted [an] idea on [based on her] research.” Later she searched again (S) to find “some 

new songs” and “book and lyric quotes.”  Finally, she (D) “recorded text and lyrics for project use” and “rehearsed 

my piece from start to finish.” 

DSDS was the next most common mode (n=9). It describes a process when a person starts to work on a task without 

searching. Instead, they begin the task based on their prior knowledge (D). As they move forward, they find that 

they need to look for more information, so they search online (S). As they find enough information needed for the 

current stage, they go back to work on the task again (D). After this the process may iterate similar to the SDSD 

mode—they keep switching between searching and working on the task till they achieve the task goals. For instance, 

participant p102 was helping his friends look for an apartment. Before he started to search online, he (D) “discussed 

[with my friends] and gave... my initial impressions…we specifically discussed [the apartment area] where I 

currently live.” Then he started his search (S) to “look up apartment complexes…for more details.” As he found 

information about different apartments, he texted his friends (D) to discuss “the complexes I’ve found and we 

narrowed it down to a list that sounded of most interest.” 

SSD was a less commonly observed pattern (n=3). It refers to the process when a person collects all the needed 

information across multiple sessions and then uses the found information to complete their task without further 

search. For instance, participant p101 who wanted to write a screenplay conducted three search sessions over 11 

days. She searched for information and took notes about the background, local legends, and myths, but did not start 

to write. For the last search session, she described, “I wanted to do a... last sweep... to make sure I had all the links I 

needed before I start writing.” 

This study identified eight different types of non-search task activities involved in cross-session search and three 

patterns of intertwining of search and non-search activities. These initial results can help us further understand how 

users’ information search activities can be affected by other task activities. Conversely, these results also give 

insight into how non-search activities influence future search activities in cross-session search processes. 

Furthermore, the results also provide a new dimension for search results customization and recommendations.  
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ABSTRACT 

Users' mobile app switching behavior has recently received attention, particularly in the context of mobile search. 

This poster used Amazon MTurk to recruit 86 participants and used structured diaries and interviews to collect data 

on app switching behavior during the mobile search in daily scenes. We summarized the various behaviors after 

switching apps during the mobile search process. We also concluded why people switch apps based on information, 

personal characteristics, and mobile app features. 

KEYWORDS 
APP switching; User behavior; Information behavior; Mobile app; Mobile users 

INTRODUCTION 
Smartphones have recently become increasingly important in human communication and interaction (Miranda et al., 

2015). A mobile application (app) is a key component of smartphones that may be used for almost any purpose, 

including entertainment and socializing (Jesdabodi and Maalej, 2015). Böhmer et al. (2011) evaluated mobile app 

consumption behavior in a large-scale research study and contributed significantly to the subsequent research. 

Ferreira et al. (2014) focused on app micro-usage, particularly the duration and context of use. 

Users' mobile app switching behavior has recently received attention, particularly in the context of mobile search; it 

refers to the movement from one app to another throughout the mobile search process (Carrascal and Church, 2015). 

Turner et al. (2019) confirmed that app-switching behavior has invariant traits and continues in an underlying 

commonality in earlier investigations. Jeong et al. (2020) used quantitative analysis to collect vast log data from 

users to analyze app switching behavior. Users frequently migrate between mobile apps in different circumstances, 

according to Roffarello and De Russis (2022). They also presented RecApps (Recommending Apps), an interactive 

floating widget to support mobile app switching. 

However, there is currently a scarcity of studies on app switching in the context of mobile search, particularly 

employing quantitative and qualitative research approaches. Furthermore, the actions after an app switching may 

represent the users' more complicated search intentions, but these follow-up behaviors have received insufficient 

attention. We used Amazon MTurk to recruit 86 participants, using structured diaries and interviews to collect data 

on app switching behavior during the mobile search in daily settings. During the mobile search process, we want to 

describe the various behaviors that occur after switching apps. We also looked into why users switch to other apps. 

STUDY DESIGN 
In this study, we used mixed methods to collect research data. The structured diary collected users' daily mobile 

search experience, including the app used, search query, search experience, and search context information. Eighty-

six users, including 52 females and 34 males, were recruited for this study. Their average age was 23, and each 

respondent was labeled Ri. After the interview, each respondent was paid $30 to contribute to this study. 

We ask these users to provide us with the most impressive app switching experience during the mobile search at 

least once a day and recall as much data as possible. This study collected 342 app switching behavior during the 

mobile search through structured diaries. After that, interviews were also used to analyze the reasons behind the 

characteristics of structured diary data. We used NVivo 11 to analyze the content of the interview text using the 

content analysis method. 

After the interview, the researchers transcribed all the interview records into text and used NVivo 11, qualitative 

analysis and research software, to analyze the content of the interview text. The three authors of this article were the 

coders to ensure the coding result was reasonable and adequate. 

FINDINGS 

Activities after app-switching 
During a mobile search, users' app switching behavior is seen in Figure 1. The goal of app switching is to meet 

needs. Users execute transactional tasks by completing cross-app operations. Some of them are sequential tasks, 

meaning the actions on the many apps are all directed toward the same goal. Take a selfie using the camera and 

share it on Instagram, for example (R13). Discrete tasks, on the other hand, are a collection of unrelated tasks. 
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There are two ways if someone selects to continue search after switching an information-seeking task, i.e., search 

the same thing and refine the search. The latter is mainly through query reformulation (Jansen et al., 2009). 

Modifying the previous search query could lead to better results (Huang and Efthimiadis, 2009). It can be seen from 

the interview content that some would reformulate search terms after switching to another app. As R41 said that he 

would "change up search terms a little bit," another user(R64) was more specific: "Change up my search terms to 

include or delete certain words." Query reformulation is regarded as a modification of research behavior based on 

the earlier search results and cognition. Before decision-making, users will compare the results they got from 

different apps and decide whether to adopt them. Adoption behavior is widely perceived to affect the use of 

information technology (Grover et al., 1998; Karahanna et al., 1999). Contrary to Non-adoption Behavior, adoption 

behavior reflects the acceptance of the user, which may be expressed by purchasing (R1: Buy something) and 

downloading behaviors (R42: Download games.). Neutral behavior is the third option, neither rejection nor 

acceptance, like "write a comment (R20)". 

 
Figure 1. App-switching behavior path during the mobile search 

Reasons for app-switching 
After seeing that several apps were regularly linked in the process of switching, Roffarello and De Russis (2022) 

proposed the theory that there are numerous reasons why users consistently switch between apps. Larivière et al. 

(2013) claimed that mobile devices provide customer value, including information, entertainment, emotion, 

convenience, monetary value, etc. According to our interviews, these values were considered when users transferred 

between applications. We seriously discussed and finally categorized them through content analysis. Verbatim 

analysis of interview content was conducted before conceptualizing the natural language sentences. Twenty-four 

subcategories were extracted after open coding and then clustered into seven categories in axial coding. Finally, 

three clear and accurate paradigms were gained through selective coding, as shown in Table 1. 

Code Paradigm Categories 

C1 Information Factor B1 Information Attributes; B2 Information Quality 

C2 Personal Factor B3 Affective Variables; B4 Objective Condition 

C3 App Features B5 Ease of Use; B6 Low Cost; B7 Trust Factor 

Table 1. Coding results about the reasons 

CONCLUSION 
This poster used Amazon MTurk to recruit 86 participants for this study. We used structured diaries and interviews 

to collect data on app switching behavior during the mobile search in daily scenes. During the mobile search 

process, we summarized the various behaviors that occurred after switching apps. We also concluded why people 

switch apps based on information, personal characteristics, and mobile app features. 
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ABSTRACT 
This review examines nudge intervention in influencing learning behaviours from the context of the information use 

environment. It was conducted based on PRISMA guidelines. Six major databases were searched, and ten studies 

were included in this review after screening. Overall, the included studies reported beneficial outcomes in the 

academic settings, but results were mixed as nudge interventions were context-dependent. To convey course-related 

information during the nudge intervention, all the included studies used at least one technique from category A-

Decision Information and most used a secondary technique to enhance or manipulate the intervention. Among the 

techniques, A1-Translate Information, A2-Make Information Visible, and C1-Provide Reminders were widely used. 

However, there was no ideal nudge technique or a combination of nudge techniques that were effective across all 

situations. Nonetheless, this review underscored the importance of incorporating nudge techniques in an 

informational learning environment that could shape and motivate learners. 

KEYWORDS 
Nudge, intervention, information use environment, systematic literature review, learning behaviour 

INTRODUCTION 
Using the information to encourage individuals to change their behaviour in ways that are beneficial to themselves 

or society without forbidding their freedom of choice has gained significant attention in recent years (Münscher et 

al., 2016; Thaler & Sunstein, 2008). This approach, termed ‘nudge’, is based on the basic premise that people’s daily 

decision-making is inherently autonomous or follows perceived norms (Thaler & Sunstein, 2008). Hence, it is not 

rational due to their own cognitive biases and heuristics (Thaler & Sunstein, 2008). Nudge exploits these cognitive 

biases and heuristics to influence people’s decision-making towards an intended outcome (Thaler & Sunstein, 2008). 

In other words, nudge uses the information to design interventions that could subtly change people’s behaviour. Past 

reviews have investigated nudge intervention in various domains. For example, Sarpy et al. (2021) reviewed the 

construction safety domain and highlighted nudge techniques were used to enhance how information was presented, 

how options and decision formats were arranged, and how people followed through with their intentions. Notably, 

there were indicators in Sarpy et al.’s (2021) findings that aligned with Taylor’s (1991) notion of information use 

environment (IUE). Specifically, IUE influences workers’ safety and health decisions, and the environment in which 

the information is operating further influences workers’ decision-making. IUE, a set comprises “people, structure 

and thrust of problem of those set of people, typical settings, and what constitutes resolution of problems” (p. 221), 

affects the flow and use of information that determines how the value of information will be judged (Taylor, 1991). 

However, there is limited review to examine the state of nudge research in the educational domain, particularly in 

learning behaviour. Guided by the IUE, this review will extend current nudge research in learning behaviour by 

examining the characteristics of past nudge studies (people, problem, setting), usage and nudge techniques 

(resolution), and their extent of effectiveness with considerations of the antecedent factors. 

RESEARCH METHOD 
This systematic review was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and 

Meta-Analysis (PRISMA; Page et al., 2021) guidelines and guided by the PICO-C (Population, Intervention, 

Comparison, Outcomes, and Context) framework to search and select the queried studies for inclusion into this 

review. The Mixed-Methods Appraisal Tool (MMAT; Hong et al., 2019) was used to assess the quality of the 

studies and their nudge techniques were categorised according to the taxonomy by Münscher et al. (2016). Six major 

databases, ERIC, Education Source, PsycINFO, ScienceDirect, Scopus, and Web of Science, were searched for 

studies published between January 2008 and November 2021 that aligned with the nudge concept developed in 

2008. A keyword search strategy (related to nudg*, behavioural economics, intervent*, choice architect*, learn*, 

educat*, and self-regulat*) was developed to ensure the queries were relevant, optimised, and inclusive of British 

and American spellings. The queried studies were screened in two stages. First, the studies’ titles, abstracts, and 

associated metadata, such as types of journals and languages used, were retrieved and reviewed based on the 

inclusion (published in English language and peer-reviewed journal) and exclusion (grey literature) criteria. In the 

second stage, the full text was retrieved for further evaluation based on the PICO-C framework before being selected 

for inclusion in this review. Data were then extracted from the included studies using the ten pre-defined categories 

for comparison and synthetisation. The first author performed the data extraction, and the second author verified the 

accuracy of the extracted data. Any discrepancies were resolved through discussion and consensus. 
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RESULTS 
A total of 481 records were retrieved from the six databases. Of which, ten studies were selected in this review after 

the screening. The ten studies covered diverse areas (setting and problem) that included evaluating the effects of 

self-directed scheduling (Baker et al., 2016), improving cooperative learning (Buchs et al., 2016), enhancing 

learning experiences and outcomes (Dart & Spratt, 2020), reducing procrastination in a competitive learning 

environment (Li et al., 2021), informing on imminent submission deadlines (Motz et al., 2021), persuading students 

to improve their study consistency (O'Connell & Lang, 2018), evaluating the impact on procrastination (Onji & 

Kikuchi, 2011), improving the enrolment rate of tutoring services (Pugatch & Wilson, 2018), evaluating the impact 

of learning outcome (Sinha et al., 2021), and improving task performance (Smith et al., 2018). These ten included 

studies were published between 2011 to 2021 across six different countries. The sample size ranged from 187 to 

18,043. Participants were recruited from colleges and universities (people). The quality of the studies varied. Five 

studies fulfilled all the MMAT criteria (Dart & Spratt, 2020; Li et al., 2021; O'Connell & Lang, 2018; Pugatch & 

Wilson, 2018; Smith et al., 2018). Another four were unable to fulfil the randomisation criteria (MMAT 2.1) in the 

quantitative RCT category as the studies did not specify how the randomisation schedule were generated (Baker et 

al., 2016; Buchs et al., 2016; Motz et al., 2021; Sinha et al., 2021), and one did not account for the confounders 

(MMAT 3.4) in the quantitative non-randomised category (Onji & Kikuchi, 2011). 

Based on the Münscher et al. (2016) framework (resolution), A1-Translate Information (n = 7), A2-Make 

Information Visible (n = 7), and C1-Provide Reminders (n = 7) were the most popular nudge techniques. Other 

techniques identified were, A3-Provide Social Reference Point (n = 3), B1-Change Choice Defaults (n = 1), B2-

Change Option-related Effort (n = 1), and C2-Facilitate Commitment (n = 1). Most studies combined several 

techniques in their nudge intervention design. Two studies used four types of techniques, five studies utilised three 

techniques, and one combined two types of nudge techniques in their nudge designs. Only two studies used the 

single nudge technique. Nine studies reported positive results in improving students’ academic performances, 

learning outcomes and experiences (Buchs et al., 2016; Dart & Spratt, 2020; Li et al., 2021; Motz et al., 2021; 

O'Connell & Lang, 2018; Onji & Kikuchi, 2011; Pugatch & Wilson, 2018; Sinha et al., 2021; Smith et al., 2018). 

However, students’ characteristics such as gender and contextual variables in the area of prior academic 

performances and behaviour (Li et al., 2021), the timing of interventions (O'Connell & Lang, 2018; Onji & Kikuchi, 

2011), and the presented information exposed to students (Motz et al., 2021), were factors affecting the degree of 

nudge effectiveness. Meanwhile, the tenth study reported no effect on near-term engagement and a weak significant 

negative impact on long-term engagement, persistence, and performance (Baker et al., 2016).  

DISCUSSION AND CONCLUSION 
This review presents preliminary findings on nudge research to ascertain the effective use of information to nudge 

learning behaviour from the IUE perspective. Overall, the included studies showed positive nudge effectiveness but 

mixed results. This was mainly due to confounding effects arising from nudge dependency on the intervention’s 

context that affects its outcomes. Hence, future nudge research needs to account for any potential factors during 

nudge design to mitigate and control the confounding effects. Meanwhile, all the included studies used at least one 

technique from category A-Decision Information. Most would use at least two techniques within or across different 

nudge techniques’ categories in their intervention design. The secondary technique was either used to reinforce or 

further manipulate the intervention. These findings were not surprising as course-related information was required to 

trigger learners’ System 2 decision-making process in deliberating and reasoning on their next course of actions that 

entailed consequences on the learning goals. Key to this process is the role of information use underpinning 

decision-making and learning behaviour. However, nudge effects in the longer term currently remains a limitation. 

Future research is suggested to focus on examining the interplay between IUE and nudge to overcome the limitation. 

The low numbers of included studies were not unexpected, given that nudge is a relatively new field in education 

(Weijers et al., 2021). This limitation is well acknowledged by organisations such as Joanna Briggs Institute and 

Cochrane (Slyer, 2016; Yaffe et al., 2012). Nonetheless, the diversity of countries and study designs provided 

converging evidence on nudge’s applicability worldwide. The four studies that lacked the proper randomisation 

process might raise concerns on the results’ validity due to potential biases and random errors during the 

experimentation (Kendall, 2003). This is especially crucial in the educational context. Given that there is an added 

responsibility to ensure that nudge interventions applied should not disrupt educational learning nor have negative 

spillover effects to other essential areas (Weijers et al., 2021). Hence, attention should be given during the study 

design to achieve higher quality research. In sum, this review examined exiting nudging research landscape from the 

IUE perspective. IUE influences learners’ learning decisions, and the academic environment would further influence 

their decision-making. Further, nudge could potentially extend to other information domains, such as information 

seeking to guide information behaviour. More importantly, the review’s findings aligned with prior works (e.g., Ma 

& Lee, 2020) that advocates developing an informational learning environment that motivates learners. Specifically, 

this review underscores the importance of incorporating nudge in the informational learning environment. 
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ABSTRACT 
As false and debunked claims about the COVID-19 virus and vaccines were pervasively disseminated across online 

social networks, their detrimental effects necessitated that social media companies track down and remove the 

disinformation. To explore the lingering vaccine hesitancy and resistance within a vaccine discussion group on 

Facebook, this study applies a nascent framework called Information Acts in three communication styles. 

Employing critical discourse analysis methodology, this study showed that the dominant communication styles of 

vaccine hesitant participants (VHPs) are locutionary and perlocutionary acts. Those VHPs can reduce and eventually 

end their vaccine hesitancy and resistance in the process of informative and rational communication and interactive 

and ad-hoc support for informed decision-making. The results pose challenges and opportunities for public health 

communication and information provision to cultivate information resilience and interventions targeting VHPs. 

KEYWORDS 
COVID-19 Pandemic, Disinfodemic, Vaccine Hesitancy, Information Acts, Critical Discourse Analysis  

INTRODUCTION 
The term disinfodemic, coined by UNESCO (Posetti & Bontcheva, 2020), explicates the dire information crisis that 

pervaded and subsequently undermined the global efforts to disseminate scientific information and boost public 

acceptance of COVID-19 restrictions and vaccination. As online social networks afforded immediate transmission 

of disinformation, social media companies including Facebook initiated fact-checking campaigns in January 2020. 

These initiatives automatically detected disinformation and subsequently removed over 20 million pieces of content 

that violated Facebook’s rules against spreading disinformation about COVID and vaccination. This study is 

designed to further explore the manifestations of vaccine hesitancy and resistance among vaccine hesitant 

participants (VHP) in the new COVID era information environment within a private vaccine discussion group on 

Facebook. It poses a research question––how VHPs communication style and information-seeking behavior 

illuminates their actions around vaccination. 

THEORETICAL FRAMEWORK 
Information Acts are conceived through the lens of Austin’s Speech Acts (1962; 1975). In brief, speech utterances 

embody three forms of intent; locutionary, illocutionary, and perlocutionary. Speakers either make utterances to 

offer information with no expectation of response (locutionary), to elicit further information to build understanding 

(illocutionary), and to influence a shift in belief (perlocutionary) (Bonnici & Ma, 2021). Information Acts, which 

convey information coupled with intent by the sender, serve to influence or make a difference. Receipt of the 

information packaged in intent may catalyze change in thought, spur action, or result in that “aha moment” where 

realization brings clarity of thinking and perhaps a resultant change in behavior (Bonnici & Ma, in progress). Three 

different might declare the importance of receiving the COVID vaccines. But the difference in the message is in how 

it is delivered: the intent. 

RESEARCH METHOD 
In analyzing the attributes of communication and information seeking behaviors within this group, this study 

adopted a critical discourse analysis (CDA) approach to explore how vaccine hesitant people’s communication style 

and information-seeking behavior reveals their actions toward vaccination. As an influential methodology to decode 

the structural relationships between power and inequity in language, CDA has been efficiently used in uncovering 

the interplay between linguistic-communicative patterns and concrete actions of a group through their verbal or 

textual discourses (Blommaert & Bulcaen, 2000; Fairclough & Mauranen, 1997). Framed by the Information Acts 

framework, this study adopted Fairclough's (1995) systematic analytic method with a three-layer model of critical 

discourse analysis: description (textual analysis), interpretation (process of discursive practice), and explanation 

(analysis of social practices) (Abbas, 2022; Jaber, 2021; Ma & Stahl, 2017). After performing a comprehensive 

search about vaccine hesitancy, a total of 4331 posts (including 26 original posts and 4305 comments) during the 

periods between July 27, 2020 to May 11, 2022 were manually captured. A codebook based on Information Acts 

was created in a pilot study of 309 posts (another dataset of this group’s postings) and validated through reaching a 

high intercoder reliability (86%) between two LIS researchers. Applying CDA, a total of 279 collected posts 

(including 26 original posts and top 10 comments for each post) were analyzed thematically by types of VHP’s 

communication styles and information seeking behavior.  
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FINDINGS 
The results of data analysis reveal that locutionary acts dominated the discourse with 155 (56%) posts compared to 

perlocutionary acts with 101 (36%) and illocutionary acts with 23 (8%). Different themes in their communication 

style and information seeking behavior emerged around VHPs’ stances:  

1. Locutionary: (a) quote mining: one example is a blunt decontextualized claim––“Bill Gates recently made 

statements concerning omicrons greater effectiveness over vaccines.” (b) post hoc, ergo propter hoc, refers to “one 

of the most powerful fallacies of human logic...Especially when it comes to vaccines.” “That’s taken out of context.” 

(c) racist infiltrator––“The high-risk genetic signal is carried in sixty per cent of people with south Asian heritage... 

The gene is present in 15 per cent of those with European ancestry, the study revealed, but is only found in 2 per 

cent of those with African-Caribbean ancestry.”  

2. Perlocutionary: (a) ambivalent attitude/feelings to vaccination––“Can vaccines cause ADHD?” (b) unlearning by 

active communication and information seeking––“I admire people who ask questions and are willing to look at 

different views and make their own decision, you are attacking a legitimate article that I actually found very helpful 

with all the links for my own research so I can contrast them to a pro vaccine stance gives me more food for thought 

instead of just being bullied/manipulated into a certain position.” 

3. Illocutionary: (a) call for global public health or government data on vaccine side effects––“Has anyone read the 

first batch of Pfizer data that was revealed a few days ago?…I haven’t read the data and if anyone can link it here 

would be appreciated. If you’ve read it what are your thoughts?” (b) call for personal claims or anecdotal 

experience, or interpretation about vaccine injury––“If you’re unvaccinated for Covid why did you make that 

choice? Is there anything that would change your mind? And has that decision had any impact on your life in 

regards to work, freedom of travel, relationships with family etc?” (c) seeking affirmation and validation––“Is there 

any data on giving one COVID vaccine shot for ages 5-11?” 

CONCLUSION 
Findings indicate that civility, empathy, and genuineness cultivate informative and rational communication within 

the Facebook group where VHPs are more likely to open up about their concerns, fears, and ignorance (e.g., take 

second-hand knowledge at face value) when making an informed decision around vaccines. Their indecisiveness is 

often influenced by their personal beliefs, close-knit relationships, exposure to anti-vaccination rhetoric, emotional 

distress, fears, and concerns about vaccine safety and efficacy. Among those VHPs, open communication and 

unlearning could become turning points of breaking down their beliefs, thoughts, feelings, and behaviors towards 

vaccine hesitancy and resistance. The results pose challenges and opportunities for public health communication and 

information provision to cultivate information resilience and interventions targeting VHPs. 

The implications extend to the development and delivery of public health data/information into different types of 

conversational messages in layman’s terms that could reduce emotional distress, such as embarrassment, 

vulnerability, uncertainty, distrust, fears, or angst. Furthermore, with renewed urgency to better communicate and 

inform, it is essential to create and deliver tailored health information based on the differentiation between the 

misinformed and the uninformed, between their attitudes/emotions and behaviors. VHPs shared that they went 

through a long journey to get vaccinated by actively communicating, unlearning, or deconstructing disinformation, 

especially measuring the risks of vaccine side effects alongside the severity of COVID infection.  
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ABSTRACT 
This ongoing study revisits the connotations of “digital humanists” and explores the reasons why a researcher does 

or does not self-identify as a digital humanist. Building on semi-structured interview data collected from fourteen 

researchers and practitioners engaging in digital humanities (DH) projects, this poster illustrates researchers’ various 

understandings of “digital humanist” as a term and research identity and highlights the complexity of “digital 

humanists” as a research community. This study contributes to DH scholarship with insights into the collective 

imaginations of the “digital humanist” as a research community one decade after the early attempts. Findings of this 

research study also facilitate a more thorough, timely, and dynamic discussion of the major workforce in digital 

humanities, potentially paving the way for future research on labor and collaboration in the DH research domain.  

KEYWORDS 
Digital humanist; research community; semi-structured interview 

INTRODUCTION AND LITERATURE REVIEW 
This poster revisits a classic question in the digital humanities domain: What are the connotations of “digital 

humanists?” Early research literature has proposed two major definitions. Alvarado (2012) defined a digital 

humanist as someone who (1) aims to develop the deep domain knowledge of the traditional humanist, (2) learns a 

wide variety of technologies and programming languages, and (3) critically situates the technologies as cultural 

artifacts “participating in the production of social and cognitive structures.” This definition of the “digital humanist” 

requires a scholar to be proficient in both technical skills and humanities knowledge. By contrast, (Ramsay, 2011) 

argued that a scholar can be called a digital humanist as long as they can build something with digital methods (e.g., 

applying existing tools or modifying existing codes). This definition embraced a relatively broader reading of the 

“digital,” emphasizing the gradual transition of a humanities scholar into a digital humanist. However, early 

definitions still consider a digital humanist as primarily a humanist with strong humanities training. Such definitions 

captured different perceptions of “digital humanists” as a research community in the early stage.  

The recent technological advancement has expanded the reach of digital humanist as a research community and 

raised new questions about the connotations of the term. How do DH researchers think of the role of technological 

literacy in their work and research identify? Is a digital humanist still primarily a humanist researcher, or does a 

digital humanist need formal humanities training? Jänicke (2016) called for a broader, more inclusive conception of 

the digital humanists community, arguing that the DH field would benefit from the active participation of 

researchers from various knowledge domains, especially those from scientific fields. Recent research in the 

landscape of DH illustrated that “DH is simultaneously a discipline in its own right and a highly interdisciplinary 

field, with many connecting factors to neighboring disciplines—first and foremost, computational linguistics, and 

information science” (Luhmann & Burghardt, 2022). In addition to the roles of DH among academic fields, Ma and 

Li (2022) also demonstrated that humanities and STEM researchers, among others, further shape the DH community 

with their respective, sometimes competing, research conventions as well as cross-field research collaborations. 

Empirical works focusing on DH intellectual structures, disciplinary compositions, and collaboration also suggest an 

increasingly complex picture of DH workforce (Antonijević, 2015; Fiormonte et al., 2015; Griffin & Hayler, 2018; 

Papadopoulos & Reilly, 2020).  

The increasing “complexity” of DH workforce has raised the urgency to revisit the classic question in DH: “Who is 

in and who is out?” (Ramsay, 2011). Using semi-structured interview method, this study explores the current 

understandings and conceptions of a “digital humanist,” illustrating why and why not a researcher self-identifies as a 

digital humanist. Scholarly literature has also shown that active DH researchers do not always think of themselves as 

“digital humanists” (Burdick, 2012). Rich qualitative data collected from the interviews will help highlight the major 

perceptions of what a digital humanist means. Ten years into the discussion of the research identities of digital 

humanists, the findings of this exploratory study will also inform future research on DH workforce, teams, and 

cross-field collaboration.   

DATA AND METHODS 
Participant 
Fourteen participants were identified through a snowball sampling technique based on the author’s personal network 

(Biernacki & Waldorf, 1981). Any researcher or practitioner who has been actively engaging in DH projects can be 

qualified as interview candidates. Using this inclusive screening criterium, this study recruited fourteen participants 
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representing a diverse pool in terms of disciplines, academic levels, and seniority. The represented fields and 

disciplines include, for example, history, religious studies, English, art history, sociology, information science, math, 

and anthropology. The participants also represent various levels of training and research experience, including 

master’s students (n=2), PhD candidates (n=5), postdoc (n=1), assistant professors (n=4), associate professors (n=1), 

and curator (n=1). Among the fourteen interviewees, eight participants (P2, P4, P6, P7, P9, P10, P11, P14) self-

identified as digital humanists while six (P1, P3, P5, P8, P12, P13) did not. 

Interview Design and Analysis 
Semi-structured interview method was used for this study. Semi-structured interviews have the unique advantage of 

preserving participants’ rich descriptions and detailed responses, especially the original discussions of “digital 

humanists” and the reasons for their self-identification as digital humanists. Each interview lasted for 45 minutes 

and consisted of two sections. In the first section, I collected structured demographic information from the 

participants, such as the participant’s current academic position, major field(s) of study, and if they would self-

identify as a digital humanist. The second section discussed the participant’s self-identification, focusing on the 

reasons for their choices and how they understand the meaning of “digital humanists.” The interviews were audio-

recorded and fully transcribed for analysis. Qualitative content analysis was then used to code and analyze the 

participants’ responses, particularly their accounts on the identities of digital humanists.  

RESULTS 
Preliminary results of this study captured various understandings of “digital humanists” among researchers. 

Technological skills define a digital humanist. Results show that some researchers (P2, P6, P9) evaluate their 

eligibility of being a “digital humanist” based on their technical skills, especially the ability to write codes or run 

computational models. They claimed that it is the programming ability that made them a “digital humanist” rather 

than a “humanist.” Some participants, however, argued that actual work experiences define a digital humanist. 

P4, for example, said “I self-identify as a digital humanist in the same way as I self-identify as an information 

designer, a programmer, and a statistician. I do research and work in digital humanities, so I guess technically I can 

say I am a digital humanist.” This account treats “digital humanist” as a non-mutually exclusive, fluctuating status 

that reflects current work state and content. P10 also considered herself as a digital humanist because she had 

supervised students in DH projects. Compared with the former group who understand digital humanists based on 

training and skillsets, scholars and practitioners in the latter group believed one can be a digital humanist “by doing 

it,” emphasizing the actual practices over the conceptual, artificial definitions of the term.  

The preliminary results also suggest that some researchers did not self-identity as digital humanists because they are 

concerned with the nature of their research questions and the necessity of using digital methods in research. 

For instance, P1 and P5 did not self-identify as digital humanists because they consider their research questions 

“not ultimately bond with digital methods.” A museum art curator trained in art history, museum studies, and 

sociology, P3 was concerned that new constructs such as “DH” did not generate fundamentally new questions 

distinct from those in conventional or analog humanities, which made him reluctant to self-identify as a “digital 

humanist,” rather than just a humanist. From a different perspective, P12 and P13 did not self-identify as digital 

humanists because they would not think of themselves as “humanists,” who, according to their accounts, must have 

humanities training and work on humanities research questions in an in-depth manner. Both trained and working as 

information scientists, P12 and P13 demonstrated that they have been engaging in DH projects from a technological 

perspective, either by means of working as a programmer (P12) in the team or by solving problems related to digital 

methodologies (e.g., how to retrieve and search music information, or create digital simulations for cultural heritage 

sites, P13).  

CONCLUDING REMARKS 
The preliminary findings of this study suggest that while technological literacy is still an important factor that 

impacts researchers’ self-identification as a digital humanist, researchers have also developed a more inclusive 

understanding of the term, which focuses more on the actual DH work engagement rather than the “qualifications” 

(e.g., if they can code or if they have humanities degrees). These researchers acknowledge that DH work can be of 

different shapes and each researcher can contribute in a unique and meaningful way – and hence, call themselves as 

digital humanists. Such a broader view of digital humanists as a research community has potential benefits. It may 

further facilitate researchers to embrace research methods and paradigms outside of their home fields, as well as to 

welcome new collaborators, who, for example, speak different disciplinary languages or have distinct ways of 

thinking. Despite its values, this study bears limitations. Fourteen interviews are not sufficient to conclude all 

considerations that go into the current definitions of, and researchers’ self-identification as, digital humanists. In 

future work, to address the limitation, more participants will be recruited and the survey method will be applied to 

expand the sample size. Analysis of a larger dataset with richer details will help develop a more thorough idea of the 

current conceptions of “digital humanists” among researchers engaging in DH projects.  
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ABSTRACT 
This poster introduces the Civic Data Education Series, a collection of openly licensed modules and instructional 

materials that support the development of learners’ civic data literacy. We designed this series for the learner 

communities of Library and Information Science (LIS) graduate students and library staff, with the goal of 

equipping library workers to assume civic data intermediary roles. In this poster, we present the meaning of “civic 

data literacy,” our project’s aims and instructional design approach, and resulting materials.  

KEYWORDS 
civic data, instructional design, LIS education, data literacy 

INTRODUCTION 
Alongside the datafication of society, we have witnessed a rise of open data initiatives, with governments and civic 

organizations sharing data to support transparency and civic participation. Open civic data is data about our 

communities that is made available without restrictions. Public, academic, government, and special libraries all have 

potential roles to play as “civic data intermediaries” organizations that enable the public to find and use data about 

their communities. 

This poster presents an instructional design project that resulted in a series of modules and supporting materials 

targeted to two groups of learners: LIS students and existing library workers. We designed this series to support the 

development of civic data literacies among these two learner groups and their adoption of civic data intermediary 

roles in libraries and other public-facing information organizations. By serving as civic data intermediaries, library 

and information workers can work with the public to find and use open civic data in ways that benefit their lives and 

communities. 

UNDERSTANDING CIVIC DATA LITERACY 
This project understands “civic data” as data produced by governmental and community organizations that describes 

our communities. This category of data is expansive, including data about local transit systems, environmental 

conditions, public utilities, and housing. Globally, governments are making this data available as “open data,” or 

data that is absent of restrictions to use. This opening of data, often codified in policy, is driven by expressed 

commitments to government transparency, accountability, civic participation, and innovation (Attard et al., 2015). 

While the open data movement is motivated by the promise of data, this promise is constrained by skill barriers, data 

anxiety, and lack of awareness of the availability of data. D’Ignazio (2017), for example, observes “a growing gap 

between those who can work effectively with data and those who cannot” (p. 6). Moreover, data about communities 

can be used in ways that harm, rather than benefit, communities and, in particular, minoritized individuals. Open 

civic data, like all data, is not neutral, and library workers must understand the complex information ecosystems that 

impact their communities and the potential consequences of data use for their patrons. While library engagement 

with open civic will not eliminate all potential harms, libraries as intermediaries can support broader and meaningful 

community use, including the use of data to interrogate systems and structures that impact individuals.  

For this project, we adopt and expand Ridsdale et al’s definition of data literacy: “[Civic d]ata literacy is the ability 

to collect, manage, evaluate, and apply civic data, in a critical manner” (2015, p. 2). Our project’s understanding of 

“civic data literacy” is informed by work on “critical data literacy.” danah boyd & Kate Crawford (2012), Ruha 

Benjamin (2013) and the Ida B. Wells Just Data Lab, Lauren Klein & Catherine D’Ignazio (2020) and Data for 

Black Lives (D4BL) are just some of the contributors voicing the importance of moving beyond building technical 

data skills. Instead, the ability to question, investigate, and evaluate datasets and the systems and methods used to 

collect the data is foundationally important for social justice and to mitigate data harms. 

INSTRUCTIONAL DESIGN METHODOLOGY 
The premise of this project is that there are valuable roles that libraries can play as civic data intermediaries. In 

service of these roles, we designed civic data literacy instructional materials that build capacity for library 

participation in their civic data ecosystems. Through literature on civic data and data literacy, we identified a set of 

competencies that underpin civic data work: Civic Data Acquisition and Collection; Analysis; Communication and 

Visualization; Ethics; Management and Organization; Metadata; Policy and Copyright; Preservation; Publication 

and Dissemination; and Security and Privacy. 
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We were guided by the ADDIE instructional design approach for creating instructional materials. The ADDIE 

approach calls for an iterative process of analysis, design, development, implementation, and evaluation. To inform 

our analysis stage, we conducted focus groups and administered a survey to learn about barriers to civic data work in 

libraries and gaps in understanding that affect public and academic library workers’ comfort with beginning to 

engage with civic data. Our focus groups were held with public librarians from our regional libraries. We received 

91 responses to our survey, with 57 participants reporting an affiliation with a public library, 27 with an academic 

library, and the remaining from school, government or unidentified types of libraries. Through a second survey 

instrument, we also gathered 11 chief data officers’ perspectives on skills and understandings that are essential to 

civic data intermediary roles. We report on data collection methods in this analysis stage in Chaar-Pérez et al., 2021. 

In addition to the literacy areas identified above, our data pointed to other competencies to support through our 

instructional materials, including how to build effective partnerships with local civic data initiatives; the principles 

and lifecycle of library civic data; and the design of outreach strategies around civic data.  

Following the creation of our modules, we invited feedback from LIS students, who reviewed 3-4 modules 

asynchronously and provided input on the clarity, format and delivery, and connections between their content and 

other concepts in librarianship. We used this evaluation data as we revised and revisited the materials. 

MODULES 
We crafted a series of openly licensed online modules and supporting instructional materials (Table 1) and published 

them through GitHub Pages. These modules reflect the data competencies that are important for civic data 

intermediary work in libraries. These materials include 10-15 minute recordings, slides, scripts, activities, and 

resources and can be used for asynchronous learning or integration in classroom teaching. 

Segment Coverage 

Segment 1: Introducing 

Civic Data 

This segment provides an introduction to civic data and equitable civic data 

work in libraries. This segment explains the importance of civic data by 

discussing its meanings and uses, its lifecycle and principles, and how to 

analyze it critically. 

Segment 2: Civic Data 

Ecosystems, Partnerships, 

and Community Needs 

This segment provides an overview of how to understand, approach, and 

work with the people and organizations that are connected to civic data, 

with a focus on ecosystem mapping, partnership building, and community 

needs assessment.   

Segment 3: Preparing 

Libraries for Sharing their 

Data 

This segment centers on how libraries can share their data through a 

process that considers equity, privacy, open data standards, metadata, and 

documentation. 

Segment 4: Community 

Engagement through Civic 

Data 

This segment focuses on how to engage communities with civic data, using 

data visualization, narrative strategies, and outreach and programming. 

Segment 5: Civic Data 

Inquiry 

This segment applies data skills basics to an example civic dataset created 

by a library. Learners are supported in cleaning, manipulating, sorting and 

analyzing a dataset to address an information need.  

Table 1. Organization of Modules 

CONCLUSION 
This poster introduces the ASIST community to modules that can be integrated into coursework and training to 

support preparation for civic data intermediary roles. In libraries, these intermediary roles may involve supporting 

patrons’ data use through data literacy workshops or publishing library data that provides insight into the 

community’s use of public services. Through a critical approach that undergirds all of the modules and through 

skills development, this series supports the preparation of civic data intermediaries who work in service of social 

justice and advance the use of data for public good. 
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ABSTRACT 
This work envisions the possibility of ethical Mass Influence Systems (MISs). Modern algorithmic MISs, like 

Facebook and YouTube, have seen a link between the systems design for profit maximization and the increased 

radicalization of users (Wu, 2017). Using a Goals analysis grounded in philosophy (Falcon, 2022; Lipton, 1990; 

Bostrom, 2014), we will contrast the goals of existing algorithmic MISs with the goals of a future ethical 

algorithmic MIS. With the philosophical guidance of the Moral Parliament (Newberry & Ord, 2021) and the Moral 

Landscape (Janoff-Bulman & Carnes, 2013), we elaborate on a set of goals and mechanisms for promoting human 

flourishing via ethical MISs. 

KEYWORDS 
Ethics, Analytic Philosophy, Proximate and Ultimate Causation; Moral Parliament, Moral Landscape, Flourishing 

INTRODUCTION 
Modern algorithmic MISs, like Facebook and YouTube, are part of a long tradition of systems that influence 

opinions and behavior, like broadcast mass media. McQuail (1977) distinguishes between the effects and the 

effectiveness of mass media: The effects are any consequences of mass media operation, while the effectiveness is 

determined by mass media’s capacity to achieve given objectives or goals. McQuail notes that both effects and 

effectiveness are important but require different types of analysis.  

Philosophy has an even longer tradition of increasingly refined and nuanced understandings of goals. Aristotle 
distinguished many types of goals, or ‘causes’ as he called them. One of the most enduring is the final goal: the 

purpose for which a thing exists (Falcon, 2022). In analytic philosophy there is the notion of a proximate goal: the 

adequate proxy for the final goal (Lipton, 1990). Proximate goals can be used due to the difficulty in 

conceptualizing, measuring, or implementing final goals. The field of Artificial Intelligence ethics has popularized 

the notion of instrumental goals: the actions undertaken to achieve the proximate goal (Bostrom, 2014). In modern 

algorithmic systems the pursuit of these instrumental goals is often automated (e.g., as illustrated in Rubin (2022) 

for the purpose of identifying mis- and disinformation in online textual data). Returning to McQuail (1977), the final 

point of consideration is the actual impact caused by the pursuit of the instrumental goals.  

ALGORITHMIC MASS INFLUENCE SYSTEMS GOALS ANALYSIS 
An analysis of the various goals of current algorithmic MISs will form a baseline of comparison to a future 

envisioned more ethical MIS. The final goal of algorithmic MISs is profit generation (Wu, 2017), but simply 

wanting to make money is not a business plan though, so a proximate goal is needed. The proximate goal of current 

algorithmic MISs is to maximize user engagement and thus advertisement exposure (Bucher, 2018; Thaler et al., 

2014). The instrumental goal pursued to maximize user engagement is the creation of a curated user experience. 

YouTube (Brown, et al., 2022) and Facebook (Rubin, 2022) create experiences that exploit human emotions and 

channel all people towards an increasingly narrow range of content. This leads to the actual impact of users 

becoming radicalized (Tufekci, 2018) and thus more likely to behave predictably when exposed to known types of 

content (Wu, 2017). 

ETHICAL MASS INFLUENCE SYSTEMS GOALS ANALYSIS 
When considering the possibility of an ethical algorithmic MISs, we may conclude that perhaps the best MIS is no 

MIS. Unfortunately, we do not have that luxury as the economic potential of current MISs ensures that they will 

continue to be used and the lack of boarders online means that the effectiveness of regulation is limited (Wu, 2017). 

Currently, algorithmic MISs are aimed at profit generation, with all of us as targets (Wu, 2017).  To paraphrase a 

quote attributed to David Horowitz: If you aren’t at the table, you are on the menu. As a result, when envisioning a 

redesign of future MISs, researchers should start at the beginning and ask: What, exactly, are we trying to achieve? 

Another way to ask this is: If not profits, what final goals should developers pursue with the system design? And, 

what final goals do users of MISs have in mind? And, how do those ultimate goals can be achieved via proximate or 

instrumental goals?  
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Final Goal 
A commonly identified final goal for ethics in general is ‘flourishing’ or sustained happiness, also called 

‘eudaimonia’ or ‘a life that goes well for the person leading it’ (Haybron, 2020). How do we navigate the many 

different conceptions of a ‘good life’? Rather than assert a particular conception of flourishing as correct, we can 

look to the notion of the Moral Landscape which suggests that there can be many different, even incompatible, ways 

of flourishing (Janoff-Bulman & Carnes, 2013). Peaks on the Moral Landscape are built out of different norms, 

values, and traditions but each peak is a way of being in the world that results in sustained happiness (Janoff-

Bulman & Carnes, 2013). The Moral Landscape framework embraces the diversity of human experience while 

acknowledging the real harms and miseries that people endure.  

Proximate Goal 
Even with the notion of the Moral Landscape, flourishing remains difficult to rigorously define. To create an ethical 

MIS, an adequate proxy for flourishing is needed. Seligman (2012) suggests that flourishing can be thought of as the 

sustained practice of prosocial behavior which enhances the people’s subjective well-being. Subjective well-being 

(SWB) in online environments, similar to those an MIS would curate, has been the subject of our recent study 

(Delellis et al., 2022). Psychology research suggests a number of psychological traits that are broadly conducive to 

subjective well-being and are often considered prosocial, such as gratitude and grit (Seligman, 2012). Many schools 

of philosophy center virtues, such as honesty (Kaufmann, 2015), courage (Kraut, 2022), and curiosity (Baumgarten, 

2001), as valuable for flourishing. Various philosophical virtues, psychological traits, and other factors, may serve 

as the building blocks of many different peaks on the Moral Landscape, via their connections to individuals’ 

subjective well-being.  

Instrumental Goal 
Varieties of human behavior expressed through language are increasingly detectable with natural language 

processing (NLP) techniques under development. Psychology has established methods for measuring subjective 

well-being (Layard, 2010). Using a variety of mechanisms, such as the design affordances of the user-interfaces 

(Kelly et al., 2022) and findings in NLP, it seems in principle possible for an ethical algorithmic MIS to nudge its 

users in a more prosocial direction (Thaler et al., 2014), and thus towards greater subjective well-being, or greater 

human flourishing. However, there could be conflicts between different peaks on the Moral Landscape, and there 

can even be trade-offs between virtues for people occupying a single peak. The Moral Parliament has been 

suggested as a decision-making mechanism when operating under moral uncertainty (Newberry & Ord, 2021). In a 

Moral Parliament various ethical theories (Meynell & Paron, 2021) each vote on preferred actions or trade-offs 

during conflicts. For example, some people may value honesty above all, while others would prioritize devotion and 

family ties. The outcome of those votes is then used to update the makeup of the parliament for the next vote. The 

Moral Parliament preserves the diversity of human experience and values instead of holding one theory of ethics 

above all others as correct (Newberry & Ord, 2021). 

Actual Impact 
Final, proximate, and instrumental goals are all needed to determine the effectiveness of an ethical MIS, but with 

reference to its actual effects and impact. Current algorithmic MISs are profit motivated and are known to cause 

radicalization in their users (Wu, 2017), any MIS attempting to promote flourishing would need to be mindful of 

such unintended consequences. Making the task more challenging is that the actual impacts of MISs can manifest at 

“the level of the individual, the group, the institution, the whole society or the culture” (McQuail, 1977). 

CONCLUSION 
The components laid out above do not represent a full blueprint for the creation of an ethical algorithmic MIS. The 

goals and impacts outlined here are the starting points for more investigation. The robustness of and translation 

between each of the goal types and their effects is subject to ongoing investigation from some quarters (Bostrom, 

2014), and is ripe for further inquiry. As algorithmic MISs continue to become more powerful and have greater 

impact on our lives, it is becoming ever more imperative that we find ways to not just mitigate the harm they can 

cause but also harness their potential to do good, if only to ameliorate the harm already caused. This will require the 

re-envisioning of algorithmic MISs with ethical considerations in mind. 
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ABSTRACT 
This poster highlights the use of a multi-methodological approach to assess the role of Alabama’s public libraries in 

addressing the opioid crises. Select findings/results from mixed research methods are reported to document the 

experiences of Alabama’s library staff about their information offerings, activities, and community engagement and 

analyze web representation of their relevant services. The following research objectives were achieved over a two-

year time-period (2019-2021): 1) We implemented a quantitative online survey to collect feedback from 36 

Alabama’s librarians about their community engagement experiences and what past and current role public libraries 

play in community health building processes. 2) We conducted qualitative interviews and focus groups with fifteen 

state librarians about their role as community hubs to address the opioid crises. From this dataset we developed a 

programming taxonomy and engagement prototype to identify preliminary activities, partners, challenges, outcomes, 

potential actions, resources, and best practices. 3) We conducted content analysis on websites of Alabama’s 230 

public libraries about availability, engagement, and representation of health information support services to 

overcome the opioid crises. This poster provides a glimpse of select activities conducted in this regard, reports select 

findings and results from the various methods used and highlights methodological implications and issues. 

KEYWORDS 
Alabama; multi-methodological approach; opioid crises; public libraries 

INTRODUCTION 
In 2016, 42,000 Americans died of an opioid overdose, since then the reality of accelerated opioid misuse, everyday 

addiction, and overdose deaths in the United States has led to a serious national crisis of terrifying proportions 

(Chase, 2018; King, 2019). Alabama has not been immune to increased age-adjusted drug overdose death rates with 
the state experiencing limited opioid health prevention, treatment, recovery, and effective relapse-prevention 

solutions. The National Institute on Drug Abuse (2019) reported that there was a significant increase of 11.1 percent 

in the age-adjusted drug overdose death rate in Alabama from 2016 (16.2 per 100,00) to 2017 (18.0 per 100,000). 

Since then, the addiction and misuse of opioids, including prescription pain relievers, heroin, and synthetic opioids 

(e.g., 3 fentanyl) has become a serious national crisis with more than 130 people deaths reported every day owing to 

opioid overdoses (Centers for Disease Control and Prevention, 2018). Fifty-five of 67 counties in Alabama are 

designated rural (82.10%), 37 counties are Appalachian (55.22%), and with the state’s Civil Rights struggles even 

till recent times, the health disparities accumulate (Alabama Rural Health Association, n.d., Appalachian Regional 

Commission, n.d., Pearl, 2015). For example, the following are a few glimpses of health conditions and health 

injustices that underly deeper, complex socio-cultural, sociopolitical, socioeconomic, and socio-environmental 

problematics in the state. Relative to national health, the Commonwealth Fund’s (2019) 2019 Scorecard on State 

Health System Performance ranked Alabama as 38th in overall health services, 35th in health access and 

affordability, 30th in health prevention and treatment, 34th in avoidable hospital use and cost, 46th in its residents’ 

healthy lives, and 36th in health disparities. In the Alabama Health Disparities Status Report 2010 (Alabama 

Department of Public Health, 2010), the state was comparatively ranked as one of the worst in the country for 

several years, with higher rates of disease, injury, premature death, and disability, and considerable health care 

disparities between racial and ethnic minorities compared to Whites (Signorello, Hargreaves, and Blot, 2010). 

HealthyPeople.gov (2019) identified leading health indicators and health disparities in Alabama to include: 

cardiovascular conditions and diseases, cancer, diabetes, HIV/AIDS, infant mortality, and mental health illness, 

related but not limited to the lack of physicians in rural areas, low health literacy, unequal treatment, and exposure to 

environmental risks. The Alabama Public Health (2017) estimated that approximately 8,600 Alabama adults die 

each year from their own smoking, 800 adult nonsmokers die each year from exposure to secondhand smoke, and 

108,000 Alabama children under 18 years will ultimately die prematurely from smoking.  

THEORETICAL UNDERPINNINGS 
Public libraries, especially in the southern states in the United States, have played a limited role in addressing the 

opioid crises at national, state, regional, and local levels (Bishop et al., 2018; Mehra, Bishop, and Partee II, 2018, 

2017). As community hubs and information providers in rural and urban counties dispersed across the width and 
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breadth of the state (and country), public libraries can potentially play a significant role to become active 

stakeholders in the design and development of effective health information and support services in opioid 

prevention, treatment, recovery, and relapse prevention solutions (McCook, 2011; Whiteman et al., 2018; Wiegand, 

2017). The project goal is to assess existing and future engagement in Alabama’s public libraries to advance their 

roles in the development of health information and support services to overcome the opioid crises. Mixed methods 

(quantitative and qualitative) in this research included documentation of experiences of Alabama’s library staff 

about their information offerings, activities, and community engagement to address the opioid crises and web 

content analysis of representation of relevant services. This project extends theoretical underpinnings from past 

work by: 1) Bridging discourse between human information behavior theories (e.g., information use and information 

practices) in libraries and library service practices with health impacts (i.e., social justice and community 

engagement) (Mehra, Sikes, and Singh. 2020) Documenting the experiences and perspectives of public library staff 

in a state that is painted solely in negative stereotypes recognizes their role in asset management and gives “voice” 

to an underrepresented population (Gray and Mehra, 2021). 

OBJECTIVE 1 & OUTCOMES (PHASE 1) 
We implemented a quantitative online survey (with open-ended questions) through Qualtrics and collected feedback 

from 36 Alabama’s librarian staff stakeholders about their community engagement experiences and initiatives to 

address the opioid crises, and what past and current role public libraries play in community health building 

processes and community health development (APLS, n.d.). Data analysis provides an initial assessment of the role 

of Alabama’s rural librarians in community development and needed mobilization to address the Opioid crisis.  

OBJECTIVE 2 & OUTCOMES (PHASE 2) 
We conducted qualitative interviews and focus groups with fifteen state librarian staff stakeholders about their role 

as community hubs to address the opioid crises. From this dataset we developed a programming taxonomy and 

engagement prototype to identify preliminary activities, partners, challenges, outcomes, potential actions, resources, 

and best practices.  

OBJECTIVE 3 & OUTCOMES (PHASE 3 
We conducted content analysis on websites of Alabama’s 230 public libraries about availability, engagement, and 

representation of health information and support services to overcome the opioid crises. Contextually relevant 

strategic information tools developed from data collected (e.g., roadmap, action plan, taxonomic framework of 

information responses) will strengthen the role of Alabama’s 230 public libraries in health partnerships to address 

the opioid crises.  

CONCLUSION 
The use of multiple research methods of data collection and data analysis provided a holistic approach to assess the 

role of Alabama’s public libraries to address the opioid crises. Findings from the online survey complemented the 

information gathered during the interviews and focus groups and content analysis from the websites to help develop 

tangible action-oriented information products (e.g., drafts of a Roadmap & Strategic Action Plan and programming 

taxonomic framework of health information and support services) in this regard. The former provided tools to 

facilitate action (based on current realities) while the latter described and visually articulated those realities. These 

are providing contextually relevant culturally applicable information strategies to Alabama’s public libraries for 

helping them play a more significant role in addressing the opioid crises. In this manner, they are promoting 

principles of social justice (i.e., fairness, justice, equity/equality, empowerment, change agency, community 

development) in a religiously and politically conservative part of the country that has remained marginalized and 

entrenched in its dated practices in the delivery of health information support services (Mehra, 2022). Finding such 

novel ways to enhance their roles to operationalize and implement social justice will address gaps between the haves 

and have-nots (Mehra and Jaber, 2021). This poster provides a glimpse of select research activities in the project. It 

also reports select findings and results from the various methods used and highlights methodological implications 

and issues involved in developing a multi-methodological approach to identify complexities and overcome multi-

factorial layers of intertwining health injustices (in the plural) experienced in Alabama’s communities and their 

embedded public libraries (Alabama Primary Health Care Association, 2019). 

ACKNOWLEDGMENTS 
We are grateful to the University of Alabama Office of Research and Economic Development’s Small Grant 

Program for their support of the research reported in this poster via funding of the grant entitled “An Exploratory 

Assessment of the Role of Alabama’s Public Libraries to Address the Opioid Crises” (January 2020 – December 

2021). 



 

ASIS&T Annual Meeting 2022 141  Posters 

REFERENCES 
Alabama Department of Public Health. (2010). Alabama Health Disparities Status Report 2010. Montgomery, AL: Alabama 

Department of Public Health, Office of Minority Health. https://www.astho.org/Programs/Health-Equity/Alabama-Health-

Equity-Report/.  

Alabama Primary Health Care Association. (2019). Mission. Members. Service. About Us: We are APHCA. 

https://www.alphca.com/about-us/. 

Alabama Public Health. (2017). Health Disparities: Eliminating Tobacco-Related Disparities. Tobacco Prevention and Control, 

Bureau of Prevention, Promotion, and Support. https://www.alabamapublichealth.gov/tobacco/health-disparities.html.    

Alabama Public Library Service. (n.d.) Public Library Listings. http://fmweb.apls.state.al.us/libinfo2/recordlist.php?-max=500&-

action=findall&-skip=0&- link=Find%20All.   

Alabama Rural Health Association. (n.d.). Definition of Rural Alabama. https://arhaonline.org/definition-of-rural-alabama/.  

Appalachian Regional Commission. (n.d.). Counties in Appalachia. Washington, D. C.: Appalachian Regional Commission. 

https://www.arc.gov/appalachian_region/CountiesinAppalachia.asp.  

Bishop, M. R., et al. (2018). Establishment of the Alabama Hereditary Cancer Cohort: Strategies for the Inclusion of 

Underrepresented Populations in Cancer Genetics Research. Molecular Genetics & Genomic Medicine, 6(5), 766-778. 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6160710/.  

Centers for Disease Control and Prevention (CDC). (2018). National Vital Statistics System: Mortality. Atlanta, GA: US 

Department of Health and Human Services.  

Chase, D. (2018). The Opioid Crisis Wake-up Call: Health Care is Stealing the American Dream. Here’s How We Take It Back. 

Seattle, WA: Health Rosetta Media.  

Gray, L., and Mehra, B. (2021). Going Against the Current of Hegemonic “White-IST” Discourse: A Doctoral Program Journey 

from Critical Student Z+Z Guide Perspectives. Journal of Education for Library and Information Science, 62(2), 182-200. 

HealthPeople.gov. (2019). Healthy People 2020—A Framework for Prevention for the Nation: DATA2020. Office of Disease 

Prevention and Health Promotion—U.S. Department of Health and Human Services (HHS). 

https://www.healthypeople.gov/2020/data-search/.   

King, T. M. (2019). Addiction Nation: What the Opioid Crisis Reveals about us. Harrisonburg, VA: Herald Press. 

McCook, K. de la. P. (2011). Introduction to Public Librarianship. Chicago, IL: Neal-Schuman Publishers, Inc. 

Mehra, B. (2022). Social Justice Design and Implementation in Library and Information Science. Abingdon, United Kingdom: 

Routledge.  

Mehra, B., Bishop, B. W., & Partee, R. P. II. (2018). A Case Methodology of Action Research to Promote Economic 

Development. Journal of Education for Library and Information Science, 59(1-2), 48–65.  

Mehra, B., Bishop, B. W., and Partee II, R. P. (2017). How Do Public Libraries Assist Small Businesses in Rural Communities? 

An Exploratory Qualitative Study in Tennessee. Libri International Journal of Libraries and Information Studies, 67(4), 

245-260. 

Mehra, B., and Jaber, B. (2021). Opioid Consumer Health Information Literacies (o-CHIL) in Alabama’s Public Libraries: An 

Exploratory Website Content Analysis. In B. St. Jean, G. Jindal, Y. Liao, and P. Jaeger (eds.), Roles and Responsibilities of 

Libraries in Increasing Consumer Health Literacy and Reducing Health Disparities (Advances in Librarianship Series, 

Volume 47) (pp. 61-82). Bingley, United Kingdom: Emerald Group Publishing. 

Mehra, B., Sikes, E. S., and Singh, V. (2020). Scenarios of Technology Use to Promote Community Engagement: Overcoming 

Marginalization and Bridging Digital Divides in the Southern and Central Appalachian Rural Libraries. Information 

Processing & Management, 57(3). Article 102129. https://doi.org/10.1016/j.ipm.2019.102129. 

National Institute on Drug Abuse. (2019). Alabama Opioid Summary (May 2019). Washington, DC: National Institute on Drug 

Abuse.  

Pearl, M. (2015). Fifty Years After Selma, Civil Rights in Alabama Are Still in Rough Shape. VICE: News, March 9. 

https://www.vice.com/en_us/article/exmj47/50-years-after-selma- civil-rights-in-alabama-are-still-in-rough-shape-992. 

Signorello, L. B., Hargreaves, M. K., and Blot, W. J. (2010). The Southern Community Cohort Study: Investigating Health 

Disparities. Journal of Health Care for the Poor and Underserved, 21(1), 26-37.  

The Commonwealth Fund. (2019). 2019 Scorecard on State Health System Performance: Alabama. 

https://scorecard.commonwealthfund.org/state/alabama/.   

Whiteman E. D., Dupuis, R., Morgan, A. U., D’Alonzo, B., Epstein, C., Klusaritz, H., et al. (2018). Public Libraries As Partners 

for Health. Preventing Chronic Disease: Public Health Research, Practice, and Policy, 15(170392). Centers for Disease 

Control and Prevention. DOI: http://dx.doi.org/10.5888/pcd15.170392external icon; 

https://www.cdc.gov/pcd/issues/2018/17_0392.htm.   

Wiegand, W. A. (2017). Part of Our Lives: A People’s History of the American Public Library. Oxford: Oxford University Press.  

 

https://www.astho.org/Programs/Health-Equity/Alabama-Health-Equity-Report/
https://www.astho.org/Programs/Health-Equity/Alabama-Health-Equity-Report/
https://www.alabamapublichealth.gov/tobacco/health-disparities.html
https://www.healthypeople.gov/2020/data-search/
https://doi.org/10.1016/j.ipm.2019.102129
https://www.vice.com/en_us/article/exmj47/50-years-after-selma-%20civil-rights-in-alabama-are-still-in-rough-shape-992
https://scorecard.commonwealthfund.org/state/alabama/
https://www.cdc.gov/pcd/issues/2018/17_0392.htm


 

85th Annual Meeting of the Association for Information Science & Technology | Oct. 29 – Nov. 1, 2022 | Pittsburgh, PA. Author(s) retain 

copyright, but ASIS&T receives an exclusive publication license. 

ASIS&T Annual Meeting 2022 142  Posters 

Quantifying Individual Research’s Distance from the 
Trends based on Dynamic Topic Modeling 

Meng, Jie University of Chinese Academy of Sciences, People's Republic of China | moonjaymengjie@gmail.com 

Lou, Wen East China Normal University, People's Republic of China | wlou@infor.ecnu.edu.cn 

He, Jiangen University of Tennessee, Knoxville, USA | jiangen@utk.edu 

ABSTRACT 
Research trends are the keys for researchers to decide their research agenda. However, only few works have tried to 

quantify how scholars follow the trends. This paper addresses this problem by proposing a novel measurement for 

quantifying how a scientific entity (paper or researcher) follows the hot topics in a research field. Specifically, the 

topic evolution and papers are vectorizing by dynamic topic modeling. Then the degree of hotness tracing is 

explored from three different perspectives: mainstream, short-term direction, long-term direction. Papers and 

researchers in the field of Computer Vision from 2006 to 2017 were selected to evaluate our method. Further study 

will show the results of topic evolution patterns and researchers’ clusters. 

KEYWORDS 
Research trends; Dynamic topic modeling; Hot topics; Research behavior; NLP 

INTRODUCTION 
The shocking research alerted that the progress of large scientific fields may be slowed canonical (Chu and Evans, 

2021), which revealed a phenomenon that many researchers would follow mainstream research over time. 

Quantifying the mainstream in a research field and identifying researchers with different behaviors can be 

challenging (Small et al., 2014). We aim to model such research trends and the distances of each scientific entity 

(e.g. a paper, a researcher) from the trends to explore researchers’ behaviors in science communities. 

METHOD 

 

Figure 1. Research design and dynamic topic modeling process 

We designed the method as four steps with three direction vectors and four metrics (Figure 1). Firstly, basic text 

processing techniques are utilized to create a paper-term matrix, E. Secondly, we quantify the trends and papers with 

a set of dynamic topics 𝐷𝑇 = [𝑑𝑡1, 𝑑𝑡2, … , 𝑑𝑡𝑛], which is generated by dynamic topic modeling (DTM). DTM is 

implemented by three layers of Non-negative Matrix Factorization (NMF) (Greene and Cross, 2017), producing the 

topic model (W, H). The i-th row of H represents the term distribution of 𝑑𝑡𝑖. The papers 𝑃𝑦 (for year y) can be 

vectorized by solving the linear system 𝑃𝑦𝐻 = 𝐸𝑦. Thus, a paper is represented by the distribution of DT. Further, 

we model the topic trends as a topic evolution matrix 𝑇. Two steps are included: (1) Topics with n largest weights 

are assigned to a paper, and other values in 𝑃𝑦 are set to zero. (2) Calculating the y-th column of 𝑇 by aggregating 

the topic vectors of all papers in one year 𝑇𝑦 = ∑ 𝑃𝑖𝑦 𝑖 . 𝑇𝑦 represents the distribution of 𝐷𝑇 in the y-th year of this 

field. 

The trends of hot topics are described from three perspectives. Accordingly, three direction vectors are defined to 

quantify these trends. The Mainstream (ma) of a field is a direction vector representing established research agenda. 

It’s a measure of the accumulated topics over the years, calculated by a weighted summing of T, as in Figure 1. 𝛾 

represents decay coefficient and 𝑘 < 1. (We set 𝑘 = 0.8 ). Since papers from far-off years have less of an impact on 

the mainstream, the decay coefficient decreases with increasing proximity to year y. The Short-term Direction (sd) 

is to measure topics’ popularity over a brief period of time (2 or 3 years). The calculation takes into account the 

difference between the topic vectors for year y and the average of the topic vectors for the two years prior. The 
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Long-term Direction (ld) depicts a growth tendency over a long period of time, measuring the variation in average 

topic vectors between the starting and ending years. 

Once the pattern of topic trend evolution is established, we can quantify individual research’s similarity with the 

trends. Given a direction vector D (ma, sd, ld), three metrics for papers are defined: (1) Mainstream tracing degree 

(Mst), (2) Short-term hotness tracing degree (Sht), (3) Long-term hotness tracing degree (Lht), which are derived by 

cosine similarity: cos < 𝑃𝑖 , Dy 
>. For authors, these metrics are defined as the arithmetic mean of the indicator of 

their papers: (1/𝑁) ∑ 𝑐𝑜𝑠 < 𝑃𝑖 , 𝐷 >𝑁
𝑖=1  . For a thorough understanding of the scholar's research interests, we 

propose another metric, (4) Persistence (Pers), to quantify the continuation of the researcher’s work. It is derived by 

weighted summing the similarity of the topic vectors of the scholars' papers from various years, as illustrated in 

Figure 1. ∑𝑝𝑖𝑥 represents the sum of all paper vectors in year x; 𝐶(𝑥, 𝑦) denotes all combinations of (x,y); 𝛾𝑘 

denotes the decay coefficient, γk = 𝑘1 + |x − y| ∗ 𝑘2, 𝑘2 < 0 (Here we set 𝑘1 = 2, 𝑘2 = −0.25). The decay 

coefficient indicates that two closer years are given more weight. 

RESULT AND DISCUSSION 
The dataset used in this article comes from AMiner (Wan et al., 2019), where the authors are disambiguated. 

AMiner assigns one or more discipline(s) to each publication. The final dataset, including of 279,875 articles, is 

composed of computer vision papers published between 2006 and 2017. Authors who are active in the field of 

computer vision are sampled by the two criteria: 1. They have more than three papers. 2. They have published in the 

field for more than three years. Finally, 45,203 unique authors are included. 

Spearman correlation analysis (Table 1) shows that all metrics for papers are positively correlated with each other, 

among which Lht has more significant correlation with Mst, while correlation between Sht and Mst is relatively 

weaker. The results reveal that papers following long-term hotspots are more consistent with the mainstream than 

short-term hot topics. For authors, Sht has the most significant positive correlation with Lht, revealing that the 

researcher who prefers long-term hotspots also tends to follow short-term direction. Besides, Pers has very little 

correlation with other indicators, indicating that adherence to a research direction is not related to following the hot 

topics. 

Metrics 
Papers Authors 

Sht Lht Mst Sht Lht Mst Pers 

Sht 1 0.592 0.379 1 0.719 0.413 0.058 

Lht 0.592 1 0.711 0.719 1 0.666 0.058 

Mst 0.379 0.711 1 0.413 0.666 1 0.049 

Pers \ \ \ 0.058 0.058 0.049 1 

 Table 1. Correlations between indicators for papers and authors 

CONCLUSION 
The proposed approach explored how individual research in a field follows trends. This study provided a new 

quantitative analysis method for studying scholars’ research interests and trend analysis. Future work includes 

optimizing the method to be applicable in a larger-scale dataset in a longer period, identifying and visualizing the 

exact groups in various behaviors. 
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ABSTRACT 
The roles of school librarians as well as the needs of library users have been changing. To keep up with the changes, 

school librarians have been required to engage in professional development which enables them to acquire the 

necessary knowledge and skills for the effective provision of services and programs to their clients. School districts 

formulate policies that provide guidelines on the professional development requirements and activities for school 

librarians but there have been concerns on the effectiveness and approach of professional development as outlined in 

the policies. Using Ball’s policy cycle theoretical framework, the study analyzed professional development policies 

within schools and interviewed school librarians to understand their perception of professional development. 

Findings from the study will enable librarians and administrators within the school and districts to understand the 

current state of professional development and may also suggest effective and innovative strategies in professional 

development for school librarians. 

KEYWORDS 
Professional development, School libraries, School librarians, Policy analysis, Policy cycle 

INTRODUCTION 
The social, cultural, political, and economic aspects of our world continue to change thus affecting the way we carry 

out our responsibilities, how we learn and grow. Professionals in different sectors strive to keep up with the changes 

by implementing different strategies, among them, professional development. Professional development (PD) is the 

process of engaging in activities that enable professionals, regardless of the organization, to improve in their roles by 

upgrading their competencies, attitudes, knowledge, and skills (Ende, 2016). Even though professionals possess 

certification acquired through formal education, “learning is a lifelong proposition” and to be the best, one must look 

beyond to encounter new and challenging ideas (Harlan, 2009, pg. 5). At the heart of professional development are 

policies that provide guidelines and procedures on professional development. Ball (1994, as cited in Heimans, 2010, 

p.4) described policy as “both text and action, words and deeds, it is what is enacted as well as what is intended”. 

Apart from outlining the required aspects of PD programs, the policies should be generated by an inclusive team and 

strive to accommodate the different opinions of all staff within the school (Blandford, 2012).  The research reported 

in this paper sought to provide an understanding of the perception related to the experiences in professional 

development among school librarians and relating the factors to the PD policies within their schools.  

LITERATURE REVIEW 
Professional development is evolving from the traditional approaches that include webinars, seasonal meetings, 

workshops, and summer institutes to include strategies that utilize the latest technology tools such as social media 

where librarians are creating learning networks that enhance their expertise of the profession (Moreillon, 2016; 

Cooke, 2012). Zepeda (2019) states that professional development is a continuous process that requires constant 

support to ensure that what was learned formally or informally is transferred into practice. Some of the traditional 

approaches of PD characterized by the workshop model fail to provide post-workshop support, hence in certain 

instances they become less effective at the workplace. According to Lieberman & Wilkins (2006) there is an 

increasing emphasis on standards, thus creating a shift in the delivery of professional development. School contexts 

are different and therefore the professional needs for staff will differ. Different professional organizations within the 

library field have outlined the tools and approaches necessary for an effective PD program. The IFLA (2015) 

module for education identifies the need for continuous professional development to refine the professional skills 

that meet the learning needs of the community. The American Library Association (ALA) has a compilation of 

professional development tools that have been adapted by library organizations and institutions across the country 

(ALA, n.d.). One of the common beliefs for the American Association of School Librarians (AASL) is that 

“qualified school librarians lead effective school libraries” (AASL, n.d.). Studies have identified the need for 

relevancy (Brown, Dotson, & Yontz, 2011; Harada, 2012), collaboration (Kammer, King, Donahay, Koeberl, 2021), 

ease of access and up to date programs (Hossain, 2017) as some of the important aspects to consider in professional 

development for school librarians. According to Brown, Dotson, & Yontz (2011), the process for planning, 

designing, implementing, and evaluation of professional development relies on two main elements “a strong 

theoretical base” and the knowledge from experts in the profession. Ball, Bowe & Gold (1992) formulated the 

“policy cycle”, a theoretical framework for the analysis of educational policies. Ball et al (1992, as cited in Ball, 

2006, p. 51) identified three main contexts in the policy analysis model: 1) the context of influence, 2) the context of 

policy text production, and 3) the context of practice. The context of influence is the environment through which key 



 

ASIS&T Annual Meeting 2022 145  Posters 

policy concepts are initiated and acquire legitimacy. In this context, stakeholders interact to make decisions on what 

is to be included or excluded in the policy. Bowe et al (1992, p. 22) argue that “policy texts represent policy” and 

therefore in the context of text production “policy texts are normally expressed in the language of general public 

good appealing to popular common sense and written in relation to an ideal set of conditions, that is, idealizations of 

the real world” (Bowe et al, 1992, p. 21). The context of practice is where policies are subjected to interpretation and 

produces effect (Vidovich, 2013). 

RESEARCH DESIGN 
PD programs within schools seem to take a one-size fits all approach focusing more on teachers. Much of the 

research has also focused on the professional development of schoolteachers but this research study sought to 

examine the perception of professional development among school librarians as outlined in the policies within their 

school districts. This paper focuses on the preliminary research findings of the perceptions of school librarians? by 

analyzing PD policies and conducting interviews with school librarians. Interviews were carried out among school 

librarians and 10 professional development policies from the southwest region of the United States were analyzed.  

Data Analysis 
The data, which are largely qualitative, derive from analysis of policy documents and interviews with school librarians.  

Ball’s (1992) contexts of the policy process provided the primary framework for analyzing the policies. The school 

policies were sourced online and from requests made to school librarians. The analysis focuses upon identifying 

inconsistencies between what policy says and policy in practice. Inductive thematic analysis was used to identify 

themes within the data where NVIVO was used to review and code the data. The themes identified focused on the 

requirements, strengths, challenges and recommendations regarding professional development. 

Findings and Discussion  
Some of the important issues in Ball’s context of text production include: whose interests the policy intends to serve, 

which interest (stakeholder) groups are represented in the production of the policy text, and which are excluded. 

Analysis of the policies indicate that the format and text of the policies is generalized to school staff, therefore 

applicable to school librarians too.  For example, “The board believes that it has a responsibility to provide 

opportunities for the continual growth of its professional staff.” (Edmond public schools, 2021). Findings from the 

school librarians also indicate that even though not all professional needs are met through PD programs, the 

professional development provided so far is relevant to them as also highlighted by Brown, Dotson, & Yontz, 2011; 

Kammer, King, Donahay, Koeberl, (2021). One of the strengths noted by librarians is the ease of access of various 

PD opportunities (Hossain, 2017). The availability of technology and the changes that happened due to the 

pandemic, provided a myriad of professional development opportunities for free or subsidized prices. As stated by 

Ball (1992) the context of influence is concerned with the environment through which the policies are initiated 

therefore technological changes, diverse user groups and the ever-changing user needs are some of the influencing 

factors during the policy process (Moreillon, 2015; Cooke, 2012). Some of the issues in the context of practice 

include, who puts the policy into practice, how well the policy is received, the processes used to put the policy into 

practice and the effect. The policies outline yearly requirements for PD, but the school librarians interviewed were 

not fully aware of the PD requirements outlined by their school districts since they are in their early years in the 

profession. Through networking they are made aware of PD opportunities. While Zepeda (2019) recognizes the 

importance of continuous support in the practice phase of professional development, she also notes the lack of post-

workshop support. The policies analyzed do not provide clear guidelines on how to carry out post-workshop 

support. School librarians identified the lack of follow ups as one of the challenges experienced in their professional 

development therefore the need for initiating better channels that follow up on their PD recommendations. 

CONCLUSION 
The continuous and fast changes experienced in society will continue to have an impact on the roles of school 

librarians. PD delivered to school librarians affects students and therefore it should be aimed at improving the 

quality of the professionals to enhance student learning and achievement. It is important to analyze the needs of both 

education professionals and students to identify gaps and determine what areas need more skills and knowledge. The 

need for relevant, up to date, continuous professional development should therefore be emphasized enough to ensure 

effective program and service provision to the diverse school library users. Administrators both within the school 

and the district should also be intentional and inclusive in the formulation of equitable policies that provide 

guidelines for professional development by taking into consideration the specific professional needs of school 

librarians and being aware of external influences. School librarians should also be proactive by networking and 

collaborating with others to help them identify, as well as participate in, relevant PD programs. 
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ABSTRACT 
This study explores the extent that international research collaboration indicators vary according to two factors: 

countries’ global economic levels and type of disciplines. The study examines the case of asymmetric co-authorship 

relationships between the United States and its collaborative research countries, measured by the affinity index. The 

study finds that there is no significant interaction between the two factors surveyed. The discipline factor has a main 

effect on the asymmetric co-authorship relationships. No main effect of the country factor categorised by economic 

level is found, after allowing for the discipline factor. This study contributes to the social science research on the 

impact of factors on co-authorship in international research collaboration measurement indicators. 

KEYWORDS 
international research collaboration; co-authorship indicator; country; economic level; discipline 

INTRODUCTION 
International research collaboration (IRC) includes the activities engaged in by individuals from different countries 

in a shared project or research. In this context, IRC measurement (IRCM) is an important means for countries to 

evaluate the IRC capacity of their partners and themselves (Chen et al., 2019). 

IRCs can be specified by many indicators including the numbers of international co-publications, or international 

co-patents. Generally, co-authorship has been used as a common indicator for research collaborations (Katz & 

Martin, 1997). It is worth noting that each IRC indicator can suggest a multi-dimensional structure from its own 

data. Specifically, country and discipline are two notable dimensions of IRCs. This is because an IRC measurement 

is often carried out for a country in a specific discipline. These dimensions are possible factors that might affect the 

outcomes indicated at IRC levels. First, the role of the country factor on IRC indicators is important and deserves to 

be explored (Glänzel, 2001). For example, the frequencies and benefits of IRC in different groups of countries may 

not be the same. Countries at the same income levels have been recognised to account for a higher percentage of 

IRCs in some disciplines (e.g., Ni & An, 2018) although the correlation between income levels and co-authorship is 

not always significant (Choi, 2012). This recognition can be explained because economic reasons play an important 

role in IRC activities (Luukkonen et al., 1992), and members in the same international associations tend to develop 

close research collaborations (Hou et al., 2021). Second, the discipline (i.e., field of study) factor might have an 

association with indicators’ results in IRCM (Frame & Carpenter, 1979). For instance, IRC has different citation 

impacts on China’s overall publications among different disciplines (Zhou & Glänzel, 2010). Previous studies have 

explored the effects of these factors on the impacts (i.e., citations) of IRC publications (e.g., Thelwall & Maflahi, 

2020; Kwiek, 2021), but there is a lack of assessment of these effects on the indicators measuring IRC relations.   

The purpose of this study is to determine the effects of the country factor and the discipline factor, in combination, 

on the asymmetric co-authorship relationships in IRCM.  The United States (the USA) is examined in this study. 

The reason for this choice is because the USA has the highest total number of IRC relationships (Nguyen et al., 

2019), and it is also among the top collaborative research partners for many other countries (Kwiek, 2021). 

MATERIALS AND METHODS 
The international co-authorships of the USA and other countries in the year 2015 were used for this exploratory 

study. The relevant publications were retrieved from the Dimensions data source using API calls. Regarding the 

discipline factor, Dimensions data source categorises its publications into 22 research disciplines, varying on a 

basic-to-applied spectrum. Eight disciplines were chosen in this study regarding whether they are predominantly 

basic or applied disciplines (Coccia & Bozeman, 2016). They include four more basic disciplines (specifically, 

Mathematical Sciences, Physical Sciences, Chemical Sciences, and Earth Sciences) and four more applied 

disciplines (specifically, Agricultural and Veterinary Sciences, Engineering, Technology, and Medical and Health 

Sciences). For the country factor, the numbers of international co-authorships between the USA and other countries 

were categorised by differences in economic levels. Two economic levels were used: OECD countries and non-

OECD countries. These two economic levels were used because the GDP per capita of OECD is remarkably higher 

than that of non-OECD in the period surveyed (Liu & Matsushima, 2019), and the distance in GDP per capita is 

associated with IRC outcomes (Jiang et al., 2018). The OECD had 35 member countries in 2015, which means that 
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the USA had 34 OECD partners. Accordingly, the thirty-four most productive non-OECD countries (e.g., non-

OECD countries having the most bilateral research publications in 2015) were also selected for this study. 

The IRC relations of the USA and its research partners were counted from international co-publications. These 

values were then normalised by the total numbers of IRC relations credited to the research partners. The received 

asymmetric IRC relationships, also called the affinity index, reflect the importance (Chinchilla-Rodríguez et al., 

2018; Nguyen et al., 2022) of the USA to its collaborative research countries. This study used two-way ANOVA to 

know how the country factor and the discipline factor, in combination, affect the mentioned research relationships. 

After an initial check, this study applied the logged values of affinity index in the model because they improved 

ANOVA assumptions of the errors’ normality and homogeneity of variance.  

ANALYSIS AND RESULTS 
This study started with an interaction test. The null hypothesis is that there is no interaction between the country 

factor and the discipline factor in their effects on the asymmetric co-authorship relationships. Using R, the ANOVA 

table was produced (Figure 1). As the p-value for the interaction is higher than 0.05, the null hypothesis cannot be 

rejected at the 5% significance level. The interaction graph also shows that there is only a weak interaction between 

the two factors (Figure 2), so the study proceeded to the main effects tests. The study confirmed that the discipline 

factor has a main effect on the logged affinity index values at the 5% significance level. No significant main effect 

of the country factor is found, after allowing for the discipline factor. 

 

 

 
 

Figure 1. The ANOVA table Figure 2. The interaction graph 

Although there are notable differences in economic levels between the OECD countries and non-OECD countries, it 

is unexpected that this factor does not significantly affect these countries’ affinity index values. A possible 
explanation is that the effects of GDP per capita on IRC relations between the USA and other countries are relatively 

corresponding to the effects on these countries’ total IRC relations, and therefore these effects are eliminated in the 

affinity index. In contrast, the type of disciplines (i.e., basic or applied), has a constant effect across all logged 

values of the collaborative research countries’ affinity index. The main effect of the discipline factor on the co-

authorship indicator has been recognised in previous studies (e.g., Frame & Carpenter, 1979; Luukkonen et al., 

1992; Coccia & Bozeman, 2016). In this study, Figure 2 shows that the affinity index values are higher for the 

applied disciplines than for the basic disciplines. These collaborative countries, therefore, realise that the importance 

of having collaborators in the USA changes according to the discipline type.  

CONCLUSION 
This study examined two sources (country, categorised by economic level, and discipline) of the asymmetric co-

authorship relationships’ variations in IRCM. A two-way ANOVA test was used to determine their effects. The 

study found that there is no significant interaction between the two factors surveyed. Furthermore, the discipline 

factor was the only factor that has a main effect on the asymmetric co-authorship relationships of the USA.  

The findings in this study reveal the roles of underlying aspects to the asymmetric co-authorship relationships in 

IRCM studies. The surveyed asymmetric co-authorship relationships are significantly affected by the type of 

disciplines surveyed and not by the economic level of the authors’ countries. This study may have limitations 

because the numbers of co-publications of each country might be affected by other determinants (e.g., social, 

historical, political, and geographical aspects), and other variables than GDP per capita might better capture an 

“economic level”. Other limitations are that the contribution of the time factor, and the effects on symmetric co-

authorship indicators’ variations should also be examined. These limitations suggest further research in the future.  

Despite the above limitations, this study contributes to research in IRCM studies. This study verifies the impact of 

the discipline factor on the asymmetric co-authorship relationships and shows that this factor is more significant 

than the economic level of countries in determining international co-authorship relationships.  
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Is This a Good Idea? A Case Study on Civil Perception 
of Smart City Projects 
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ABSTRACT 
The purpose of this research is to pursue a better understanding of citizens’ needs in a fast-changing medium-sized 

town transitioning to a smart city. The investigation focuses on the citizens’ perceptions of smart city projects, the 

use intensity of said projects, and further examines what other factors play a part in shaping a citizen’s opinion on 

smart city initiatives concerning their hometown. It was discovered that the majority of citizens perceive smart city 

projects positively, even though the projects are rarely used. Their behaviour and opinion were not related to their 

age, gender, and education in contrast to claims from previous research. Citizens had positive perception of the 

city’s offer to involve them in urban planning, but otherwise refrain from actively getting involved. This was mostly 

due to the fact that they either did not feel the need to do so or were not confident enough in their contribution. 

KEYWORDS 
smart city; citizen participation; urban management; perceived usefulness; use intensity; transition 

INTRODUCTION 
The focus of smart city research has so far been on large cities or pilot projects such as Songdo or PlantIT Valley 

(Griffinger et al., 2007). But a city planning to transition to a smart city faces different hurdles and, in some cases, 

unique challenges (Heo et al., 2014) compared to “cities built from scratch” (Shelton et al., 2015, p. 14). The goal, 

therefore, is to shift the focus away from artificially built cities and metropolitan areas, as most city dwellers do not 

live in metropolitan areas or artificially created cities but in small and medium-sized ones (Giffinger et. al., 2007). 

City construction should also be driven by and be tailored to the citizens’ needs, investing in the overall 

improvement of the citizens’ quality of life (Caragliu & Del Bo, 2019; Neirotti et al., 2014). Nevertheless, social 

aspects and the welfare of people and communities seem to “have a secondary role in smart city strategies” 

(Angelidou, 2017, p. 12). As such this study will focus on citizen participation in smart city projects. The city 

chosen is a small medium-sized town in Germany called Monheim am Rhein (around 43,000 residents). As of 2016, 

the city administration has been consistently implementing strategies intending to develop Monheim am Rhein into a 

smart city (Monheim am Rhein, 2020).  

Based on the research model (Figure 1), the research questions (RQs) are: 

(RQ1) Do citizens perceive smart city projects as useful? 

(RQ2) Do citizens use the implemented smart city projects? If so, does increased use have an impact on perceived 

usefulness? 

(RQ3) Does citizens’ attitude towards smart city projects differ depending on their age, gender, and education? 

(RQ4) Does city attachment influence a citizens’ attitude towards city projects? 

(RQ5) Does citizens’ attitude towards the city administration influence their perception towards smart city projects? 

Figure 1. Research Model Based on the ISE Model (Schumann & Stock, 2014) 
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METHODS 
To obtain the data on perceived usefulness and use intensity of smart city projects, an online survey was conducted. 

The survey was tailored to smart city projects, which are currently being worked on in Monheim am Rhein and 

which have already been completed during the time the survey was online. The data set was collected between May 

2021 and July 2021. The survey was created with the Unipark/Questback Online Umfrage Tool for the citizens of 

Monheim am Rhein and, thus, was in German. It was mainly distributed on social media sites such as Facebook and 

Instagram. A total of 110 subjects completed the questionnaires of which twelve were submitted by people not 

currently living in Monheim. As such these questionnaires could not be used in this research, reducing the sample 

size to 98. Perceived usefulness and other sentiments were measured with a five-point Likert scale ranging from 

“strongly agree” to “strongly disagree” with an option for abstinence. Use intensity of projects was measured with a 

six-point Likert scale ranging from “daily” to “never”. The survey also gathered data on demographic variables such 

as age, gender, and education. For the data analysis the program SPSS ver. 26.0 was used to conduct a dependence 

analysis that examines the presence or intensity of a one-way associative relationship between one or more 

dependent variables and one or more independent variables. 

RESULTS 
RQ1. The majority of participants agree that smart city projects are useful. Projects concerning environmental issues 

were especially well received, while projects that focused more on the town’s appearance and marketability for 

tourism ranked the lowest. 

RQ2. It turns out that projects that can be actively used by citizens are rarely or never used by most participants with 

the exception of the free Wifi provided by the town, which the majority claimed to be using several times a week. 

There is an overall correlation between perceived usefulness and use intensity of said projects. 

RQ3. Neither age, gender, nor education had any significant impact on a participants’ attitude towards smart city 

projects. 

RQ4. The attitude towards several projects differs depending on the participants’ satisfaction with living in 

Monheim am Rhein. Participants who do not like living there, perceived projects as less useful than their peers. 

RQ5. Attitude towards projects differs depending on the participants’ feeling of involvement in said projects and 

their satisfaction with the city administration. If participants felt involved by the administration, projects were rated 

as useful. If participants liked the city administration they also perceived the projects as being useful. 

CONCLUSION 
The results show that smart city projects are seen as being useful overall. The tendency for older people to use 

technology less, as previous literature often claims (Fietkiewicz et al., 2016; Tacken et al., 2005), could not be 

proven by the study in Monheim am Rhein. In principle, the generations were in agreement with most of the projects 

and did not show significant differences. Instead, it turned out that participants (25 and below years old) were the 

largest group that did not know about the OPP, while all participants (70 and above years old) at least heard about it 

and some even used it. Concerning demographic change, it is particularly important to get more data on the age 

group above 70 years old in future research, as transportation can be an important issue. From what the input 

responses indicate, the lack of active participation is more likely due to citizens thinking that they have nothing to 

share. After all, sharing an opinion requires having an opinion in the first place (Broekens et al., 2010). It is, 

therefore, not always because of the system’s high degree of complexity that citizens do not participate, as some 

studies suggest (Cardullo & Kitchin, 2019; Townsend, 2013). Participants who do not like living in Monheim am 

Rhein perceived projects as less useful than their peers with an opposite opinion. Reasons for this are either a 

participant’s personal negative emotions towards the city which influence their judgement on the usefulness of 

projects or the projects have been affecting the quality of life of those participants in a negative way. Some 

implications of this study are that a transition towards a smart city is relevant for all ages. Therefore, it is important 

to design smart city projects according to all age groups for a more resilient society. In general, it is important to 

consider more aspects when planning and constructing a smart city, be it its people, their culture or its location. A 

next step could be to conduct a similar study like Ilhan, Möhlmann, & Stock (2015) did in Songdo, where they not 

only surveyed citizens but also included expert opinions in their analysis. 
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Cross-Analysis of Researchers’ Different Shared File 
Management Activities in Cloud Storage 

Oh, Kyong Eun Simmons University, USA | kyongeun.oh@simmons.edu  

ABSTRACT 
Using cloud storage for collaborative projects has become common practice among researchers. However, despite 

its popularity, we lack an understanding of researchers’ shared file management practices in cloud storage. More 

importantly, although researchers engage in various shared file management activities (i.e., create, update, organize, 

find/re-find, keep, archive, and delete) in cloud storage, no studies have comparatively investigated these activities. 

Based on 475 responses from researchers collected through an online survey, this study examined researchers’ 

different shared file management activities by focusing on the differences in the frequency, perceived ease of use, 

and satisfaction for each activity, and identified well-supported activities as well as activities that require increased 

support. This study deepens our understanding of researchers’ shared file management practice in cloud storage by 

cross-examining an array of shared file management activities, and contributes to the development of tools and 

applications that better support researchers’ shared file management in cloud storage.  

KEYWORDS 
Shared information management; cloud storage; information behavior; personal information management 

INTRODUCTION 
Researchers’ use of cloud storage such as Google Drive, Dropbox, or OneDrive for their collaborative projects has 

been increasing, and even more so in response to the pandemic. However, despite the widespread use of cloud 

storage for collaborative research projects, little is known about researchers’ shared file management practices in 

cloud storage. Previous studies on file management in cloud storage have examined individuals’ personal file 

management rather than shared file management, and focused on specific aspects such as users’ intention of using 

cloud storage (Ghaffari & Lagzian, 2018; Li et al., 2020) or security issues (Alsmadi & Prybutok, 2018; Widjaja et 

al., 2019) rather than everyday life file management practices. Some studies investigated how people manage shared 

files in cloud storage. However, their focus was on a specific activity or aspect such as re-finding shared files 

(Bergman et al., 2014, 2015, 2019, 2020a, 2020b) or file synchronization (Capra et al., 2014; Marshall & Tang, 

2012; Marshall et al., 2012) rather than on an array of activities researchers engage in including creating, updating, 

organizing, finding/re-finding, keeping, archiving, and deleting shared files.  

In order to fill this gap, this study explored the following research questions: (1) To what extent do various shared 

file management activities differ in terms of their frequency? (2) To what extent do researchers’ perceived ease of 

use for various shared file management activities in cloud storage differ? (3) To what extent do researchers’ 

satisfaction with various shared file management activities in cloud storage differ? and (4) Which activities are well-

supported and which activities need increased support? 

METHODS 
Data Collection and Analysis 
Data were collected via an online survey from 475 researchers in the US who all had ongoing collaborative projects 

that use cloud storage. The survey asks how researchers manage shared files in cloud storage. It was distributed to 

220 universities by contacting administrative staff at each university and asking them to share the link to the survey 

with the researchers at their institutions. Universities were randomly selected from the list of doctoral universities in 

the United States (Carnegie Classification of Institutions, 2018). Collected data were analyzed by conducting 

statistical analyses including descriptive and inferential statistics. 

Participants 
In terms of gender, 60.1% were female (n=282), 36.7% were male (n=172), and 2.8% were non-binary or preferred 

not to answer (n=13). In terms of age, 42.4% were 20s (n=199), 30.1% were 30s (n=141), 14.7% were 40s (n=69), 

8.1% were 50s (n=38), and 4.3% were 60 or older (n=20). In terms of ethnicity, 69.1% were White (n=324), 16.4% 

were Asian (n=77), 6.4% were Latino/Hispanic (n=30), 3.0% were Black (n=14), 2.3% were multiracial (n=11), and 

1.2% were American Indian/Alaska Native/Pacific Islander and other (n=6). In terms of discipline, 43.5% were from 

Social Sciences (n=204), 39.2% were from Sciences (n=184), 16.6% were from Arts & Humanities (n=78), and 

0.4% were from other disciplines (n=2). Among participants, 58.2% were graduate students (n=273), 30.0% were 

faculty members (n=141), and 11.3% were postdoctoral researchers, lecturers, or research specialists (n=53). 
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DATA ANALYSIS AND PRELIMINARY RESULTS 
Frequency of shared file management activities in cloud storage 
Participants were asked to indicate how often they update, find/re-find, create, organize, archive, and delete files of 

their current project in the shared cloud storage. Among different shared file management activities, updating files 

was the most frequent activity (M=4.44, SD=1.44), followed by finding/re-finding files (M=4.38, SD=1.43), and 

creating files (M=4.25, SD=1.43). The least frequent activity was deleting files (M=2.07, SD=1.08) followed by 

archiving files (M=2.76, SD=1.65). See Table 1 for more information. A one-way ANOVA analysis revealed 

statistically significant differences in frequency across file management activities, F(5, 2792)=218.49, p < .01, η² = 

.28.  

 M SD N 

Updating files 4.44 1.44 472 

Finding/Re-finding files 4.38 1.43 463 

Creating files 4.25 1.43 469 

Organizing files 3.31 1.54 468 

Archiving files 2.76 1.65 457 

Deleting files  2.07 1.08 469 

Table 1. Frequency of Shared File Management Activities (Likert scale 1-7, 1=never, 7=always) 

Perceived ease of use and satisfaction with shared file management activities in cloud storage 
Participants were asked to rate how easy it is to manage files in the shared cloud storage for their current 

collaborative project for each shared file management activity. Participants perceived creating files (M=6.29, 

SD=1.20) as most easy, followed by keeping (M=6.26, SD=1.10) and updating files (M=6.14, SD=1.27). The least 

easy activity was finding/re-finding files (M=5.33, SD=1.54), followed by archiving (M=5.39, SD=1.46) and 

organizing files (M=5.49, SD=1.55). A one-way ANOVA analysis indicated statistically significant differences in 

researchers’ perceived ease across file management activities, F(6, 3132)=46.55, p < .01, η²=.08.   

Participants were also asked to rate how satisfied they were with their file management practices in the shared cloud 

storage for their current collaborative project for each shared file management activity. Similar to the perceived ease 

of use, participants found creating files (M=6.09, SD=1.25) most satisfactory, followed by keeping (M=5.93, 

SD=1.33) and updating files (M=5.80, SD=1.40). Finding/re-finding (M=5.29, SD=1.63) and archiving files 

(M=5.29, SD=1.60) were least satisfactory, followed by organizing files (M=5.36, SD=1.65). A one-way ANOVA 

analysis indicated statistically significant differences in satisfaction across file management activities, F(6, 

3081)=22.06, p < .01, η²=.04. Table 2 presents more detailed information. 

Perceived Ease Satisfaction 

 M SD N  M SD N 

Creating files 6.29 1.20 468 Creating files 6.09 1.25 460 

Keeping files 6.26 1.10 467 Keeping files 5.93 1.33 461 

Updating files 6.14 1.27 467 Updating files 5.80 1.40 465 

Deleting files 6.12 1.22 426 Deleting files 5.73 1.39 410 

Organizing files 5.49 1.55 468 Organizing files 5.36 1.65 464 

Archiving files 5.39 1.46 374 Archiving files 5.29 1.60 364 

Finding/Re-finding files 5.33 1.54 469 Finding/Re-finding files 5.29 1.63 464 

Table 2. Perceived Ease of Use and Satisfaction with Shared File Management Activities (Likert scale 1-7) 

DISCUSSION AND CONCLUSION  
The results showed that creating and updating shared files were frequent activities and were perceived as easy and 

satisfactory. However, finding/re-finding shared files was the least easy and least satisfactory activity, although it 

was one of the top three most frequent activities, indicating it’s a crucial activity that requires greater support. 

Archiving and organizing shared files were other activities that were neither easy nor satisfactory, also requiring 

improvement. The findings suggest that not only finding/re-finding behavior but also archiving and organizing 

behavior need further attention and improved support. By comparatively analyzing different shared management 

activities, this study advances our knowledge of researchers’ shared file management behaviors in cloud 

environments, which is a timely and critical area to explore. The findings also have practical implications for 

developing tools and applications that better support researchers’ shared file management in cloud storage.  
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ABSTRACT 
This preliminary study revisits a fundamental information problem of information behavior, focusing on needs, 

overload, and information source use, in the context of the COVID-19 pandemic. The associations between the 

impact of information source use on the extent of information needs, being exposed to information, and feeling of 

overload was examined. Furthermore, to understand the impact of context on information behavior, the differences 

in the degree of information resource use, needs, exposure, and overload between the two groups with different 

levels of health were investigated.  

KEYWORDS 
Health information behavior, information needs, information overload, COVID-19 

INTRODUCTION 
Provision of the right amount of information that meets user needs is a fundamental information problem. The 

importance of this problem has been reemphasized since the public health crisis that arose from severe acute 

respiratory syndrome coronavirus 2 disease (hereafter, COVID-19) has significantly impacted the globe. To decide 

how to respond to the pandemic (e.g., compliance with preventive measures), individuals need information about 

situations and the virus to make decisions on their health issues such as compliance with preventive measures.  

The simple provision of information, however, is not always sufficient. It may or may not meet individuals’ needs, 

be overly excessive, or vary by context. It is a known fact that both scarcity and overload of information are “a 

hindrance rather than a help (Bawden Holtham, & Courtney, 1999, p. 250).” The availability of a wider range of 

information sources (e.g., online resources, TV, etc.) than ever before further complicates this fundamental problem 

throughout society (Bawden & Robinson, 2020). Paradoxically by having more information sources, information 

users may easily get exposed to excessive information than they need. Furthermore, information needs would vary 

by group in our society. For example, to navigate a health crisis like the pandemic, in particular, variances in 

individuals’ overall wellness can lead to different information needs and user behavior.  

As an initial effort of revisiting this fundamental information problem, this preliminary study investigates if the 

amount of information that has been provided during the COVID-19 pandemic was associated with the extent of 

information resource use and the overall health of individuals. 

METHOD 

Data  
In this study, a total of 7,541 responses collected in the United States were used after removing incomplete 

responses. This is a subset of the COVID-19 Preventive Behavior Survey (Collis et al., 2020) data collected by the 

Massachusetts Institute of Technology and Facebook’s Data for Good from 45 countries between October 2020 and 

March 2021.  

Measures and Data Analysis 
Five survey questions were used to measure the extent of information resource use, needs, exposure, and overload of 

COVID-19 information. Information needs was measured using the question: “Which of the following aspects of 

COVID-19 do you have the most questions about?” We operationalized a continuous integer variable, ranging from 

0 to 17, based on the sum of the selection of yes=1 or no=0. Information exposure was measured using the question: 

“In the past week, how much, if anything, have you heard or read about coronavirus (COVID-19)?” with a 3-point 

scale (nothing/a little=1, a moderate amount=2, a lot=3). The degree of information overload was measured by the 

question: “In the past week, did you see more or less than you wanted to see about coronavirus?” with a 3-point 

scale (much less/less=1, about the right amount=2, more/much more=3). The information source use was measured 

by two multiple-choice questions “In the past week, from which of the following, if any, have you received news 

and information about COVID-19?” and "In the past week, from which of the following, if any, have you received 

news and information about COVID-19?” We operationalized a continuous integer variable, ranging from 0 to 13, 

based on the number of selections (e.g., television, online, local health worker, etc.).We also considered 

demographic and socioeconomic characteristics: Gender (female, male), age (younger than 20, 20–30, 31–40, 41–

50, 51–60, 61–70, and 71 or older), education level (less than secondary school =1, college or university=2, and 

graduate school=3) and self-reported overall health (poor/fair vs. good/very good/excellent). 
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Data were analyzed using the Pearson correlation coefficient (r) (Benesty, Chen, Huang, & Cohen, 2009) to 

understand the relations among the variables. Welch’s t-test (Welch, 1947) was also performed to understand if 

there are differences between two groups who self-rated their overall health as poor/fair or good/better in their 

information resources use, needs, exposure, and overload. 

RESULTS  
About 63.9% (n=4822) of the sample was female. Approximately half (49.7%, n=3,747) were between 40 years old 

or younger. 46.7% (n=3,523) had a college or graduate degree. Weak or moderate correlations were found among 

the variables. The extent of diverse information source use was found to be positively correlated with information 

needs (r=.209, p< 0.01), information exposure (r=.291, p< 0.01) and feeling of overload (r=.102, p< 0.01). 

Information exposure was also positively correlated with overload (r=.211, p< 0.01) (see Table 1).  

Variables  n(%) M(SD) Sources Needs Exposure Overload Health 

Sources - 5.84(2.45) 1     

Needs - 5.03(3.40) 0.209*** 1    

Exposure 

    Nothing/ A little 

 A moderate amount 

 A lot 

  

911(12.08) 

2,178(28.88) 

4,452(59.04) 

 0.291*** 0.072*** 1   

Overload  

    Much less/ Less 

 About the right amount 

 More/Much more 

  

892(11.83) 

4,080(54.10) 

2,569(34.07) 

 0.102*** -0.0491*** 0.211*** 1  

Self-reported overall health 

   Poor or Fair 

  Good or Better 

 

1,161(15.40) 

6,380(84.60) 

 0.030*** -0.096*** 0.008 0.036*** 1 

Table 1. Descriptive Statistics of Sample Data and Correlations Between Variables (N=7,541. P**<0.05, P***<0.01) 

Welch’s t-test results demonstrated that there was a significant effect of health on information use behavior. To 

illustrate, those who rated their overall health as good or better demonstrated they use significantly more diverse 

information sources (M=5.87, SD=6.05) than those who rated their health as fair or poor (M=5.66, SD=5.87), 

t(1626)=-2.68, p <.01. Those who have fair or worse health showed a significantly higher degree of information 

needs (M=5.79, SD=13.85) but experience overload less (M=2.46, SD=.50) than those who rated their health as good 

or better, t(1514)=7.77, p <.00; t(1584)=-.73, p <.00 (see Table 2). 

 Self-reported overall health       

 Poor or Fair (n=1,161) Good or Better (n=6,380)    

 M SD M SD df T Sig. 

Sources 5.66 5.87 5.87 6.05 1626 -2.68 .00 

Needs 5.79 13.85 4.89 10.99 1514 7.77 .00 

Exposure 2.46 0.50 2.47 0.49 1597 -0.73 .00 

Overload 2.17 0.44 2.23 0.40 1571 -3.01 .00 

Table 2. Welch’s T-Test Results Comparing the Extent of Information Source Use, Information Exposure, 

Needs, and Feeling of Overload (N=7,541) 

CONCLUSION 
The results demonstrate that the extent of information source use is associated with the users’ information needs, 

and the extent of getting exposed to information. It was also found health can yield significant differences in the 

amount of information needed, the number of information sources used, and experiences of having overly excessive 

information (i.e., overload). The result of this preliminary study restresses the importance of context and the right 

amount in providing information to successfully navigate crises such as a pandemic. The results also imply that 

information professionals need to actively engage in providing tailored information to meet different needs among 

groups to effectively respond to crises in our society.  
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Seeing Resilience in Students: Information Literacy as 
a Social Practice for Academic Instruction Librarians 

Rath, Logan SUNY Brockport | lrath@brockport.edu 

ABSTRACT 
This poster will describe a dissertation project that consisted of a questionnaire and interview phase followed by a 

focus group and semi structured diary phase. This project investigated the theory-to-practice gap in seeing 

information literacy as a socially constructed practice among academic instruction librarians. Phase one consisted of 

17 interviews that were coded and analyzed using grounded theory approaches. The second phase of the research 

introduced the resulting grounded theory to new participants. The participants then took part in two focus groups, 

one at the start of the semester and one at the end of the fall 2021 semester. Between the two focus groups 

participants completed semi structured diary entries related to their instruction sessions. Grounded theory 

approaches were used to modify the original theory into the current iteration. 

KEYWORDS 
Information literacy, information landscapes, practice theory, grounded theory, threshold concepts 

INTRODUCTION 
The field of information literacy (IL) suffers from a gap between theory and practice, meaning that librarians, as 

practitioners, do not adequately use and apply the theory of information science in their work (Julien et al., 2013; 

Nguyen & Hider, 2018). Information literacy is defined by the Association of College and Research Libraries (2016) 

as “the set of integrated abilities encompassing the reflective discovery of information, the understanding of how 

information is produced and valued, and the use of information in creating new knowledge and participating 

ethically in communities of learning” (p. 8). Concurrently, Lloyd (2017) defines IL as “a way of knowing” (p. 94). 

Both definitions acknowledge that IL is theorized as a social practice. This has been the case in scholarly thinking 

for almost 30 years (Hjørland & Albrechtsen, 1995). However, practitioners appear to focus on skills and not 

practices (Graves et al., 2021). Without demonstrating an understanding of, and integrating, theory, practitioners run 

the risk of explaining IL concepts in outdated ways or using outdated or ineffective methods when providing IL 

instruction. While many studies have examined the nature of IL, none have examined the theory-to-practice gap in 

understanding information literacy as a social practice among academic instruction librarians. 

This study took place in two phases. The first phase asked the following research question: What are academic 

instruction librarians’ understandings of information literacy as a set of social practices? Grounded theory analysis 

resulted in the discovery that seeing information literacy as a social practice is a threshold concept for academic 

instruction librarians. A threshold concept transforms the learner so that they must find a new way forward as a 

result of shifting their understanding of a given concept (Meyer et al., 2010). The second phase of this study 

attempted to refine that finding with new participants in a new context, asking: “To what extent, if any, does the 

proposed threshold concept describe librarians’ beliefs about information literacy as a social practice?” 

CONCEPTUAL FRAMEWORK 
The conceptual framework for this study consisted of information literacy landscapes (Lloyd, 2010), as well as 

Schatzki’s (2001) practice theory. Information landscapes emphasizes how students build their knowledge of 

different features of the information environment. Practice theory examines how human activity plays a role in the 

creation, change, and maintenance practices. Together these focus on the valued ways of knowing that information 

literacy practices are performed. The frameworks were used to develop the original grounded theory in phase one. 

Understanding IL as a social practice requires a grounding in practice theory and by extension aligning one’s view 

with Lloyd’s definition.  

METHODS 
In the first phase of this study, 17 academic librarians who have responsibility for instruction from community 

colleges, comprehensive colleges and doctoral granting institutions took part in semi structured interviews over 

Zoom lasting approximately one hour in length. The recordings were transcribed and then open coded (Bryant & 

Charmaz, 2019). After open coding, codes were collapsed into axial codes which lead to the discovery of categories 

and the relationship between those categories (Miles et al., 2020). Finally, selective coding (Saldaña, 2016) was 

completed to identify key quotes and other data necessary to confirm the chosen categories. Member-checking was 

performed by presenting each participant with an analysis of their interview as it related to the overall grounded 

theory. Participants then had a chance to provide corrections and confirm the researcher’s analysis. All participants 

agreed with the analysis and threshold concept.  
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In the second phase of the study, nine new participants who were all also academic librarians, agreed to take part in 

focus groups and complete semi structured diary entries during the fall 2021 semester. Seven participants finished 

all study activities. Focus groups were used for their ability to bring about greater findings than individual 

interviews alone (Krueger & Casey, 2015). Semi structured solicited diaries were used for their ability to 

approximate participation observation while allowing for the participant to answer additional reflective questions 

that would not have been possible during participant observation (Bartlett & Milligan, 2015). The first focus group 

introduced a simplified version of the grounded theory. Each participant then completed a weekly semi structured 

diary entry responding to specific prompts related to the ways in which the threshold concept fit or was in need of 

revision. Member checking in this phase of the study took place during the second focus group. Consensus was 

found in each focus group and between focus groups with regard to the revisions to the grounded theory. 

FINDINGS 
The first phase of this study discovered that seeing information literacy as a social practice is a threshold concept for 

academic instruction librarians. It also found that there were external tensions that forced librarians to teach from a 

skills-based lens even though they did not agree with it. In the second phase of the research, the roles of skills, 

practices, the threshold, and the force of tensions were supported. There was one revision to the threshold concept 

showing that a counteracting force of supports that allowed participants to resist the tensions that exist.  

DISCUSSION 
The use of a threshold concept worked to define the shift in librarian’s thinking because it allowed participants to 

see IL in a different way and required that librarians change their pedagogical practices. Librarians who had crossed 

the threshold also shunned a deficit perspective of students. Instead of seeing students as lacking, participants saw 

students as bringing several strengths to their interactions, as well as attempting to learn needed practices based on a 

new context. This shift in conceptualization of IL resulted in richer conversations with students and a sense of 

professional fulfillment. Students were seen as more resilient under this approach. Participants in the second phase 

of the study enjoyed the in-depth time to reflect on their own teaching practices and appreciated their participation 

as a form of professional development. 

IMPLICATIONS 
This study has implications for LIS faculty, library administrators, and practitioners. LIS faculty are encouraged to 

include discussion of this research in their IL courses as a way to prepare pre-service librarians to recognize 

differences in conceptualization of information literacy among competing discourses. Library administrators can use 

this study to help their staffs move forward in a sustainable manner related to their library’s IL program. Lastly 

practitioners can benefit from the outcomes a practice-based approach to IL. 

CONCLUSION 
This study adequately used multiple methods to create and refine a grounded theory stating that seeing information 

literacy as a social practice is a threshold concept for academic instruction librarians. Limitations of the study 

include a relatively small number of participants in the second phase, the impacts of COVID-19 on participant 

availability and desire to participate in a study, and a lack of greater participant diversity. Future research can be 

undertaken with additional groups of librarians, especially those who have completed their graduate degrees more 

recently. 
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Give or Take?: Conceptualizations of Data and Its 
Creation in Information Science 

Ridenour, Laura University of Missouri, USA | lerbhn@missouri.edu 

Moulaison-Sandy, Heather University of Missouri, USA | moulaisonhe@missouri.edu 

ABSTRACT 
In information science, what data itself is, how it is defined, and the distinctions between data and information are 

unclear, yet data is a foundational construct at the heart of the research enterprise. This poster probes the question of 

how data is conceptualized in information science through an analysis of works by Jonathan Furner, Birger 

Hjørland, and Michael Buckland, who have contributed substantially to this critical issue. It finds that notions of the 

nature of data vary widely, and are often contradictory. Complexities are identified in the approach to data as both 

documents and as records. In the process of this analysis, it identifies the essential question of whether [research] 

data is given or taken: Is data found/identified by the researcher, or is it created? Arguments for both approaches are 

fleshed out, providing a basis for further work in information science in this essential space. 

KEYWORDS 
Data; nature of data; data creation; science of science; research data 

INTRODUCTION 
Data, documents, and records exist in multitudes of types, formats, and spaces, and are used extensively in the 

creation of new knowledge. Calls in the field of information science to clearly define data exist (Borgman, 2010; 

Furner, 2016; Hjørland, 2019), yet a fundamental agreement on what data itself is lacks, and the distinctions 

between data and information is far from resolved. Data is an encoded representation of the nature of the 

phenomenon under examination, and as such, is an abstraction removed from an instance or series of instances. In 

this work-in-progress poster, we explore tensions in descriptions of data, datasets, documents, and records from the 

perspectives of Furner (2016), Hjørland (2019), and Buckland (2018). How are data conceptualized and created? 

Humanistic perspectives on the nature of data as a phenomenon as discussed by Drucker (2011) and Thorpe (2021) 

leads to the ultimate question this project considers: In light of what we know about data, is data given or is it taken?  

DATA AND DATASETS AS DOCUMENTS AND RECORDS  
Historical interpretations of the term “data” and their respective relationships to “documents” vary in proximity and 

the precision of the relationship between the two terms (Furner, 2016). In this work, Furner examines nine historical 

kinds of data, presenting a logic-based argument concluding that that a computational model of data and documents 

is incorrect, incoherent, and useless; instead, Furner recommends an informational interpretation of data and 

documents as it affords the ability to name frequently used concepts. To interest in our discussion, Furner’s claim is 

that “document” is primary and comes before “data.” Furner emphasizes that a document is a type of dataset, as it is 

a carefully arranged aggregation of data. 

Hjørland (2019) contrasts definitions of “data” and “documents,” claiming that the two concepts are interrelated, yet 

discrete, referencing several sources that (according to Hjørland) do not sufficiently distinguish between the two 

(citing the Consultative Committee for Space Data Systems, 2002; Borgman, 2007; Bugaje & Chowdhury, 2015). 

According to Hjørland, records yield data, but are not themselves data, as records are a form of document. 

Buckland (2018) identifies documents as being related to “data, facts, texts, works, information, knowledge, signs, 

and other documents,” (p. 1) and having tangible (“physical”), cognitive, and social aspects. Documents contain rich 

potential for the long-term preservation of records, but ultimately, what is called a document is a pragmatic decision. 

Buckland argues that the contrast between data and documents is a matter of form, as texts are often considered to 

be documents, and numerical representations are called data. 

From these views, the relationships between data, datasets, documents, and records are not only unclear, they 

simultaneously share perspectives while clashing. Table 1 illustrates the complexity of the approaches at a high 

level, in the final poster, the table will include more detailed considerations for each author’s views of documents, 

data, and records in a graphic.  
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Source Document Data Data vs. document Records 

Furner, 

2016 

Document is primary, 

datasets are a type of 

document 

Data is in datasets as 

“numeric attribute-

values” 

Document is 

primary, preceding 

data  

Each record is a 

document 

Hjørland, 

2019 

Evidence in support 

of a fact (from Briet) 

Data are produced for 

a purpose p.699 

Interrelated but 

discrete concepts 

Records yield data, 

but are documents 

Buckland, 

2018 

Physical, often 

textual, affords 

preservation, asserts a 

perspective 

Often numeric, 

fragments from 

within one or more 

documents 

Distinction 

between data and 

document are an 

issue of format 

Individual entities 

(text or object) that 

are represented within 

documents 

Table 1. Approaches to Data as Documents and as Records 

THE GIVE AND THE TAKE OF DATA CREATION 
Drucker (2011) introduces the concept of data as “capta,” where instead of being “given,” as implied by the Latin 

root of the word, it is actively taken from observations. Taking data imbues it with the context of the individual or 

group’s purpose, rendering it subject to interpretation through the lens through which it was constructed. Only the 

pieces of interest in relation to a given observed phenomenon are recorded. This notion of taking what is of interest 

is reflected by Thorpe (2021), who states that “…data is not found, it is constructed” (p. 50). Similarly, documents 

are constructed to reflect the nature of curated records. The construction of data, in turn, impacts the world, “that in 

making data we change the systems from whence it came” (Thorpe, 2021, p. 50). Applying the notion of actively 

taking and constructing data, applying it to the perspectives on documents, records, and data as stored in their 

information ecosystems. Table 2 presents the competing notions of giving and taking data in the document/records 

approach, which will be expanded to include identified give/take dichotomy for each subtype of document and data 

discussed in the three selected pieces for analysis. Furner’s include a historical overview of data as 1) gifts, 2) 

metadata, 3) gifts of God, 4) geometric premises, 5) mathematic premises, 6) evidence, 7) attribute-values, 8) bits, 9) 

differences; and logical permutations of documents, document-sets, data, datasets, and documents of documents. 

Hjørland’s include his discussions of the definitions for data, documents, and records supplied by various authors; 

and contexts of big data, metadata, standards, and database semantics. Buckland’s include contrasts between 

documents and data, facts, texts, works, information, knowledge, signs, and inter-document relationships; functions 

of documents; evidence and experience; and an overview of the approaches of Otlet, Briet, Lund, and Frohmann. 

This will be presented in clearly outlined tables with a brief discussion of identified implications; graphical 

mappings illustrating interrelated views; and diagrams of relationships between documents, data, records, and other 

related concepts as discussed in each of the three identified works. 

 Document Data 

Furner Taken in that they are curated. Given, then taken in the form of documents. 

Historical examples discussed vary between 

given and taken. 

Hjørland Evidence, is taken to illustrate a case or 

make an argument. 

Taken, in some cases, given, in others. 

Buckland Given, in that documents are tools for 

learning, which is taken from documents. 

Given, in that they are represented in 

documents. 

Table 2. Giving and Taking in Documents and Data 

CONCLUSION 
This poster presents a preliminary analysis of contrasting conceptualizations of data, focusing on the literature in 

information science and the approaches that consider data to be evidentiary presented here. Implications of this line 

of inquiry are also explored; they include developing understanding regarding the nature of data, irrespective of 

disciplinary perspective, as reflected in the discourse. Theoretical implications include bettering our understanding 

of the rich, underexplored dimension of the undercurrents of science (under the penumbra of science of science) 

using the simple dichotomy of give and take. Practically, the give/take framework has potential to illuminate 

decisions made during data collection and analysis through the examination of a dataset as its own entity, giving 

context to datasets irrespective of the provenance provided by authors. Ultimately, this work is a first step in a larger 

project to investigate dichotomous approaches to considering data, and it aligns with information science’s quest to 

better understand the fundamental nature of meaning, especially in data-intensive environments lacking inherent 

context. 



 

ASIS&T Annual Meeting 2022 164  Posters 

ACKNOWLEDGMENTS 
The authors would like to thank Devon Whetstone for initial data collection and analysis. 

REFERENCES 
Borgman, C. L. (2010). Research data: Who will share what, with whom, when, and why? Proceedings of the Fifth China-North 

American Library Conference 2010, September 2010, Beijing, China, pp. 1-21. 

Buckland, M. (2018). Document theory. Knowledge Organization, 45(5), 425-436. 

Drucker, J. (2011). Humanities Approaches to Graphical Display. Digital Humanities Quarterly, 5(1), 1-21. 

Furner, J. (2016). “Data”: The data. In M. Kelly, & J. Bielby (Eds.), Information cultures in the digital age: A festschrift in honor 

of Rafael Capurro (pp. 287-306). Springer. 

Hjørland, B. (2019). Data (with big data and database semantics). Knowledge Organization, 45(8), 685-708. 

Thorpe, J. (2021). Living in data: A citizen’s guide to a better information future. MCD, Fararrar, Strauss and Giroux. 

 



 

85th Annual Meeting of the Association for Information Science & Technology | Oct. 29 – Nov. 1, 2022 | Pittsburgh, PA. Author(s) retain 

copyright, but ASIS&T receives an exclusive publication license. 

ASIS&T Annual Meeting 2022 165  Posters 
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ABSTRACT 
During the COVID-19 pandemic, some research that otherwise would have been conducted in person pivoted to 

online platforms. This poster paper describes lessons learned from an online study of information behavior by 

individuals with long-term information needs, focusing on what was learned about how to conduct such a study 

online. Broadly, three themes are evident: (1) Trust mechanisms were weaker than would be expected for an in-

person study, resulting in greater coordination difficulties; (2) What seemed to be a fair reimbursement rate appears 

to have provided an outsized incentive for fraud; and (3) Zoom proved to be sufficiently capable as a platform for 

remote use of software for a study that had not originally been designed with remote use in mind. 

KEYWORDS 
User study; virtual study; qualitative research; research issues  

INTRODUCTION 
While online studies have been conducted for many years (Gould and Lewis, 1985; Moreno et al., 2013), the 

COVID-19 pandemic led researchers to pivot to remote studies in cases that may otherwise have been performed in-

person (Falter et al., 2022; Larsen et al., 2021; Torrentira, 2020). Prior to the pandemic we had planned an in-person 

study for formative evaluation of techniques supporting long-term information seeking behaviors; this shifted to an 

online format. We had developed our in-person instrumented search software using a laptop, and chose to run the 

software on that laptop for the remote study. We shared our screen and provided keyboard and mouse control to the 

participant via Zoom. Each session (90-140 minutes) was with one participant, the researcher (first author of this 

paper), and an assistant. Sessions were recorded for transcription and coding (Glaser & Strauss, 1967; Saunders et 

al., 2018); the assistant took notes, which were also subsequently coded for triangulation. After completing the 

study, participants received an Amazon gift card. Of more than 200 initial responses to the Qualtrics selection 

questionnaire, we scheduled sessions with 27 participants, 15 of which yielded useful data. Our study revealed a 

number of challenges; here we focus on those stemming from moving the study online.  

RECRUITING PARTICIPANTS 
Enrolling a sufficient number of participants is a difficult challenge for any study. Because of the topics selected for 

the study, we were seeking adults located in the U.S. We faced a number of challenges in getting enough responses.  

Advertising: We emailed our announcement to professors and researchers across the U.S. in the fields of 

journalism, information and library sciences, and related disciplines. We posted about the study to research-related 

groups and hashtags on Facebook and Twitter. Although the posts went to a large number of people, they likely 

were viewed by many outside the targeted study population; this turned out to be the first link in a chain that led to 

fraudulent participation. We had chosen to reward participants (adults in the U.S.) at what we thought to be a fair 

rate ($25 for approximately 90 minutes); that rate seems to have been high enough to provide an incentive for fraud, 

at least in some regions. We learned later that our invitation email messages sometimes went to a spam folder—

possibly because we sent standardized, formally-worded messages to multiple recipients. For both reasons, we might 

consider a more focused recruiting effort in future studies, relying more heavily, for example, on snowball sampling.  

Fraudulent Qualification Responses: The first step was a qualification questionnaire, implemented as a Qualtrics 

survey. We identified some fraudulent responses by observing multiple submissions with similar details that were all 

sent 2-5 minutes apart, at fairly regular intervals—some of which originated from the same IP address. When IP 

addresses differed in such sequences, we suspect the use of a Virtual Private Network (VPN) to mask the true IP 

address. Some such respondents attempted to appear legitimate by creating multiple email addresses and usernames. 

Responses with these characteristics originated from locations that appeared to be in the U.S., China, India, or 

Kenya, based on Qualtrics metadata. Survey fraud has been noted by others as well, particularly during the 

pandemic (Brazhkin, 2020; Singh & Sagar, 2021; Storozuk et al., 2020; Zhang et al., 2022). Qualtrics metadata 

helped us identify some problematic responses, but much of our review for fraud was manual. We recommend using 

different survey links for each advertising approach so that if fraud is detected in one response, others advertised in 

the same way can be more closely examined. 

CHALLENGES WHILE RUNNING THE STUDY 
We initially selected participants to maximize demographic diversity for each of the pre-defined long-term interest 

types in our study (e.g., sports or health), but exogenous factors later unbalanced those samples. Participants were 

about:blank
about:blank
about:blank
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lost to both expected factors (e.g., nonresponsive people or incomplete sessions) and from a surprising number of 

participation attempts from people outside the Institutional Review Board (IRB)-approved demographic (adults in 

the U.S.). This demographic was selected because information seeking behaviors may vary in other countries. 

Caught in a Lie: Some fraudulent participation was detected only after a session began. One participant connected 

using a mobile phone with a U.S. IP address, but when we asked them to move to a laptop (which the qualification 

questionnaire had stated was needed for the study), their laptop IP was geolocated to Africa. In another case, a 

participant insisted that they were connected from a computer, but according to metadata, they were using a mobile 

phone. This precluded their ability to control the mouse, and thus prevented their participation in the study. We also 

saw some implausible inconsistencies between the demographic data collected with the qualification questionnaire 

and from responses during the actual session. We interpreted this as indicating that the participant may have 

provided false data on the qualification questionnaire, and then a few weeks later did not remember what they had 

originally submitted. IRB guidance specifically discouraged us from repeating questions during the study that we 

had asked during qualification. While minimizing repeating questions is excellent advice in a face-to-face setting (to 

minimize burden on participants), in an online study we recommend the practice as a fraud detection measure. 

Repeated Participation: In one case, the same individual attempted to participate three times, having signed up 

under multiple names and email addresses, having provided different enough data on interests and demographic 

details that we selected them three times! One way of dissuading or detecting such cases would be to require that 

participants share video using their camera. We did not require this because we did not want to unnecessarily 

exclude some participants for technical reasons—such as bandwidth or lack of a camera. Our pattern-based fraud 

detection had failed in this case (and in the two cases described above), so we looked more closely to see if there 

were other cues that we had missed during qualification. We noted no instances of fraud for people using 

organizational email addresses (e.g., university email accounts), although those accounted only a minority of the 

respondents that we selected. Some email accounts using services such as Gmail or Yahoo Mail displayed additional 

information that suggested actual personal use (e.g., a profile photo or a chat link). Limiting participants to those 

whose email accounts have such markers of veracity would likely have excluded many qualified respondents as 

well; however, the absence of such markers might suggest the need for additional vetting. 

Zoom Limitations: Fraudulent participation caused a good deal of wasted effort, but the majority of our participants 

were indeed real people who had seriously intended to participate in the study. Some of these authentic participants 

had issues connecting to the Zoom call or lacked experience using Zoom features. One factor that we had not 

anticipated was that the small Zoom video window obscured portions of our interface as seen on the participant’s 

screen. We offered brief instruction on moving that window. In the future, we would design our screen layout to 

include an unused place where that window can be parked. Our choice to run our instrumented prototype locally on 

our laptop, sharing keyboard and mouse control with participants so that they could manipulate the system 

themselves, generally worked well. Latency was noticeable at times, but tolerable. Some participants did comment 

on this in the semi-structured interview at the end of their session. If we were to do this again we would want to test 

the system under a broad range of latency conditions (e.g., by using distant VPN servers) prior to the main study.  

Research Team: We had only one system malfunction. Near the end of a session, the laptop where we were running 

the prototype froze, requiring a reboot. We had planned for such an eventuality, and had designated the assistant as a 

Zoom co-host. The assistant kept the participant informed as we worked through this brief delay. We originally 

included the assistant simply as a note-taker, but there are a number of ways in which the assistant was helpful. In 

another session, we forgot to start the recording, resulting in the inability to use the results from that session. Had we 

thought of it in advance, the assistant could have ensured that recordings were started for all sessions. 

Other Issues: We also encountered the usual problems of scheduling difficulties and no-shows, though in somewhat 

greater numbers than would have been expected for an in-person study. After selection, we scheduled sessions using 

YouCanBook.Me; some selected participants did not respond to our scheduling email. Some invited participants 

may have been concerned that the unfamiliar domain was a phishing attempt. We might avoid some of these 

problems by using personal messages to schedule sessions, which is practical for a study of this size. Despite the 

scheduling site sending out an invitation plus an email reminder before the session, and our personal email reminder 

12-24 hours in advance, some people who had signed up did not show up for their session. Our study was conducted 

in Dec. 2021 and Jan. 2022, a period when holiday schedules may have resulted in changing availability. 

CONCLUSION 
The COVID-19 pandemic led to innovations in study design that may have continued utility for similar studies. 

Online studies with remote participants will likely continue as a preferred option in some cases (e.g., to reach 

populations not available locally). We found that Zoom provided a useful platform for such a study. Our goal in this 

paper has been to share our experience, and to identify options to reduce issues similar to those we encountered.  
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ABSTRACT 
This study focuses on mentally ill individuals’ self-disclosure in Facebook private groups. The research corpus 

consists of 30 semi-structured personal interviews. The study was conducted according to a qualitative paradigm and 

the means–end approach. The aim of the study was to examine which features of Facebook groups, and which 

personal values encourage the mentally ill to reveal their personal story in private groups. Results indicate that a 

sense of personal security in the group, self-fulfillment and, most importantly a sense of belonging to the group are 

the three main values that contribute to mentally ill individuals’ choice to engage in self-disclosure on Facebook 

private groups. This research can assist developers to design better tools that will suit the unique needs of mentally 

ill people and provide them an appropriate platform where they can express their voice. 

KEYWORDS 
Social Media; Facebook groups; Self-disclosure; Mental illness; Means-End Chain 

INTRODUCTION 
Mentally ill people use social networks to communicate with others who share similar struggles (Lewis & 

Arbuthnott, 2014) in order to talk about their illness, ask for advice, learn from others’ experiences, and receive and 

give support (Manikonda & De Choudhury, 2017). So far, only a few studies have examined the extent and nature of 

mentally ill individuals’ disclosure on social media and especially in Facebook private groups, mainly because of 

ethical issues. The current study examines the extent to which mentally ill people’s self-disclosure in Facebook 

private groups is a result of the attributes of the platform, the social and community advantages resulting from using 

these features, and the fulfillment of personal values that can be achieved through self-disclosure in the group.   

Researchers used the means–end chain approach (MECA) that Gutman (1982) developed, based on expectancy-

value theory, to understand individuals’ decision-making processes. The underlying aim of Gutman’s (1982) theory 

is to provide a cognitive structure that connects individuals’ values to their behavior (Reynolds & Gutman, 1988). 

MECA focuses on a product’s or service’s meanings at three levels of abstraction: attributions, consequences, and 

values. Attributes (“means”) refer to a product’s or service’s physical or observable properties, consequences are the 

benefits attained by the attributes, and values (“ends”), imply highly abstract motivation that guides usage behavior 

(Klenosky, 2002). An attribute–consequence–value chain is usually expressed by a hierarchical map that consists of 

nodes (i.e., attributes, consequences, and values) and the relationships among them. 

A means-end chain analysis typically depends on a laddering interview technique, which was often used in research 

that tried to understand consumers’ preferences towards products or services (e.g., Klenosky, 2002; Reynolds & 

Rochon, 2001). A laddering procedure typically includes three questions: the attribute question (What attribute 

makes the product (or service) attractive to you?), the consequence question (Why is the attribute important or 

desirable to you?), and the value question (Why is your response important?). All responses are coded, and then a 

hierarchical map is produced:  

 

A   C           V 

Figure 1. Laddering Procedure 

For example, ‘size’ as an attribute can lead to ‘convenient’ as a consequence, which can then lead to ‘satisfaction’ as 

a value (Al-Abdullatif1 & Aladsani, 2021). In the context of the present study, the aim of MECA is to understand 

how individuals with mental illness perceive their use of Facebook private groups for the purpose of self-disclosure. 

The product attributes are the group’s app on Facebook that encourage the interviewees to disclose themselves.  

RESEARCH CORPUS AND RESEARCH PROCESS 
Data Collection and Analysis 
Researchers conducted 30 semi-structured, in-depth, one-to-one laddering interviews with participants in Facebook 

private groups for those with mental illness. The interviews were performed according to the guidelines of the 



 

ASIS&T Annual Meeting 2022 169  Posters 

University Ethics Committee and strict adherence to the anonymity of the interviewees. This phase (the interviews) 

created meaningful A-C-V sequences. 

The analysis consisted of three stages: coding, constructing a summary implication matrix (SIM), and generating a 

hierarchical values map (HVM). The coding procedure resulted in 323 ladders containing 40 detailed codes that are 

presented in the data, and composed of 10 attribute codes, 21 consequences, and 9 values.  

The next step was to take the information from the coding ladders and insert it into a SIM that presents the 

connections among the coding units. In the third step, the SIM was converted into an HVM, that presented all 

important chains in order to facilitate interpretation (Leão & Mello, 2007) 

RESULTS AND DISCUSSION 
The current poster focuses on two chains resulting from the HVM.  

 

Figure 2. The Means-End Chain – Value Sense of belonging 

The chain above highlights the importance of group belonging value and its contribution to self-disclosure (Luo & 

Hancock, 2020). Participation in private Facebook groups for those with mental illness creates a safe zone that 

encourages dialogue with others who share similar problems, at a high level of openness. This was already reported 

by Naslund et al. (2019), who focused on the importance of social media for mentally ill individuals. The discourse 

in the group reflects the understanding that there are others who face mental difficulties, and it lowers individuals’ 

level of loneliness, as they feel part of a large group. Therefore, in this way, the mentally ill succeed in creating 

social relationships with others. 

Generally, this relationship exists only in the virtual world but occasionally they become friends in the physical 

world as well (Perry et al., 2018). Exploring the discourse reveals that members consider the group as a family, a 

place where they have no secrets, and can share their life experiences and receive support.   

 
Figure 3. The Means-End Chain – Value self-fulfillment 

The second chain focuses on self-fulfillment as a leading value and its contribution to encouraging self-disclosure in 

the groups. The sense of self-fulfillment is created as a result of receiving and giving help. The sense of control over 

the disclosure consists of two significant attributes of the group. The first is created because the group is private, and 

people can participate only after being approved by the group manager. The second is the separation between the 

time of writing the post and its publication time in the group (Meredith, 2019). These two factors reduce the risk of 

disclosure and encourage self-expression. As Smith et al. (2021) mentioned, social media technology can be both a 

deterrent and a boost to the sense of social well-being, depending on the nature of its use.  

Our research revealed that individuals who are exposed to the messages have a similar life story and therefore their 

responses will usually contain empathetic messages and solidarity. Hence, the discourse may improve “support 

giver” and “receiver” self-esteem. This follows Burrow and Rainone’s (2017) who claimed that feedback such as ‘I 

like’ in Facebook may enhance advertiser’s sense of self-worth. 

LIMITATIONS 
Researchers were able to interview only people who participated in the discourse but didn’t interview lurkers. 

Therefore, the results of this study cannot be generalized to those who chose to participate only as lurkers. 

Further, participants in the study were people who, according to their statement, suffer from a mental illness. 

However, it was impossible to verify that they have a valid medical diagnosis. 
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ABSTRACT 
Arts and design-based approaches hold potential for supporting deliberation among groups with different views and 

values who collaborate through their information practices. This paper describes the design of such an approach, 

entitled Sangam: Prompts for Discussions, Decision Making, and Design Activities that Respect Newcomer 

Communities and their Data. Grounded in empirical research, Sangam is a set of physical cards that prompt 

reflection on and discussion of ethical complexities that arise when coordinating immigration and settlement 

services in Canada. This report describes the process of designing the Sangam cards, staying true to the project’s 

research findings while also leaving space for interpretive flexibility. 

KEYWORDS 
Design, Ethics of Care, Immigration, Information Practice, Values 

INTRODUCTION AND CONTEXT 
Recent scholarship draws our attention to practices and systems through which the use of communities’ data can be 

exploitative, further entrench deficit framings and power imbalances, and miss opportunities to work with 

communities as partners (e.g., Benjamin, 2016; Costanza-Chock, 2020; D’Ignazio & Klein, 2020; Eubanks, 2018). 

This paper is motivated by these calls to broaden participation in design and decision making. To join efforts for 

more deliberative, participatory processes of developing and adapting information practices, a resource in the form 

of a card set is introduced. The card set is entitled Sangam: Prompts for Discussions, Decision Making, and Design 

Activities that Respect Newcomer Communities and their Data. “Sangam” is a Sanskrit word for a confluence, or 

meeting point. This resource is informed by early findings from an ongoing research project examining practices of 

caring for newcomers and their data. This write-up offers a brief overview of the research findings, followed by a 

description of Sangam’s design and intended use. 

Empirical Research: The initial research project, conducted 2020–2022, identified points of coordination and 

tension articulated by different groups creating, collecting, analyzing, and sharing the data of newcomers to Canada. 

The term “newcomer” is used to be inclusive of individuals who hold various immigration statuses. Newcomers’ 

data was understood to comprise their personal information and accounts of experiences, as well as details such as 

histories of interacting with government agencies, organizations, community groups, and digital immigration 

systems and technologies. 14 individuals participated in the project. Each person belonged to one of five key groups 

supporting or studying immigration in Canada: 1) settlement service providers; 2) migrant justice activists; 3) 

systems designers; 4) academics specializing in immigration; and 5) government staff responsible for managing 

immigration and citizenship. The theoretical framework of the research project was influenced by ethics of care 

(e.g., Murphy, 2015; Puig de la Bellacasa, 2017; Tronto, 1998), and values as hypotheses scholarship. Previous 

work on values as hypotheses observes that values are employed in cycles of reflection and action, often negotiated 

through story (JafariNaimi et al., 2015). These ideas supported the project’s conceptualization of data care, 

integrating attention to groups’ interdependence, labor, materiality, and power with information practice theory.  

Interviews with participants suggest they perceive their data care work as interconnected. They speak of influencing 

one another’s activities and capabilities to make decisions about organizing their labor. Certain groups, especially 

academics and government staff, were seen to be claiming power over other groups by making demands for data as 

well as direct access to newcomer communities. These groups were also wielding power by enforcing their own 

expectations for the value and validity of data collected or created by other groups. This included making strong 

claims about epistemic authority, such as professional background and training, institutional affiliations, desirability 

of the content and size of data sets, or the use of certain methods for analyzing data. The array of participants’ 

activities was striking: While some groups were reliant on volunteer support to create databases for documenting 

their services or advancing grassroots activism, others were experimenting with designing systems to predict global 

patterns of migration or developing chatbots to provide advice to newcomers on immigration processes. Activities of 

data care were marked by signs of competition, confusion, and conflict, and at times, coordination between groups. 

The ethics of collecting, analyzing, and sharing communities’ data are therefore understood as complex and 

changeable. Implications of the project suggest further studies are needed of groups navigating collective issues 
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across a range of cultural norms, professional roles and responsibilities, and ethical and political positions, 

particularly as our information and technology assemblages become more intricate and intertwined.  

DESIGNING THE RESOURCE 
Motivations: Why Cards? 
Physical cards were chosen as a format for enabling deliberation for several reasons. The five key groups that 

support or study immigration through their use of data work in very different contexts and have varying interests. 

These groups are understood as potential “users” of the cards. The flexibility of a physical set of cards from which 

prompts to discuss data care can be selected supports groups’ choice and adaptation. The cards acknowledge a 

plurality of perspectives that one or more groups may hold about data, ethics, and immigration. One knowledge 

system, setting, or technological system is not assumed. The card set, however, does emphasize a shared concern for 

newcomers’ wellbeing and a commitment to the need to support respectful deliberation. 

Methods and Intended Outcomes 
The Sangam card set communicates preliminary findings of the research project (Shankar, 2021) through scenarios, 

questions, and four themes by which the cards are organized. The content of the cards is drawn from actual events, 

conflicts, dilemmas, and priorities raised by participants in the interviews. The four themes of the cards are Care, 

Culture, Relationships, and Stories, which represent issues brought up by participants as they talked about their 

information practices of studying or supporting immigration. The cards were created during the research project’s 

interpretation and writing stages, with the guidance of Franks’ dialogical narrative analysis (2010) and reflexive 

thematic analysis from Braun and Clarke (2019). Narrative and thematic analysis of interviews from the research 

project were used to generate textual content for the cards, with the intention to integrate findings back into practice. 

This led to the final set of 24 cards in addition to several blank cards to support prompt development by those 

engaging with the set. The printed card set will be distributed to each participant in the research project. A digital 

version of the cards will also be published under Creative Commons licensing (CC BY-NC-SA), and made freely 

accessible to others who wish to adapt it to suit their own decision-making processes. 

Artistry, Existing Work, and Future Inquiries 
The visuals for the cards were created by Olúwáṣọlá Kẹ́hìndé Olówó-Aké, an artist who offered Aroko as a 

framework from her Yorùbá heritage. Aroko has traditionally been a means of carrying messages between groups 

through significant symbols (Ojo, 2013). We have borrowed from Aroko to visually represent themes of the cards 

and carry findings of the project to groups in the immigration sector. Together we designed the cards, influenced by 

the Envisioning Cards which were developed to elicit stakeholders’ values as they relate to long-term effects of 

technologies (Friedman et al., 2008; Yoo et al., 2022). The card set is also inspired by other arts and design-based 

interactive resources, such as Gomez et al.’s Mind the Five Card Game (2020) and the Humans Understanding 

Humans Conversation Cards. These are only some examples of a growing genre of interactive resources within and 

outside the design domain — e.g., The Tarots of Tech Cards; Wong et al.’s Timelines (2021). Future collaborative 

inquiries will investigate whether and how this project’s card set and other techniques like it might advance 

dialogues on information practice and policy in community spaces, classrooms, and design labs. 

   

Figure 1. Example of a card in the “Stories” theme entitled, “Imagining future use of data” 

CONCLUSION: A PLACE TO START CONVERSATIONS 
The cards are informed by the potential for deliberation, exchange, and mutual learning to shape changes in 

information practices. Sangam is a resource which can be used to draw out understandings of different expectations 

and norms about how newcomer communities’ data should be cared for by various groups. By encouraging 

conversations, Sangam and other resources like it generate possibilities for negotiating how information practices 

may support the coordination of collective processes with considerations for ethical complexity. 

https://www.kehindeolowoake.com/
http://www.envisioningcards.com/
https://sites.uw.edu/rgomez/mind-the-five/
https://wearehuh.com/cards/
http://tarotcardsoftech.artefactgroup.com/
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ABSTRACT 
This study investigated how researchers in criminology dealt with their research data and explored the potential 

factors that would influence their willingness to share and reuse others’ research data. Our findings unveiled three 

factors, trust, contract, and value, deeply rooted in researchers’ attitudes and their data sharing and reuse patterns 

and behaviors. Through comprehending their concern behind sharing and reusing research data, we seek crucial 

insights that could be beneficial in developing a criminological research data repository, further consolidating the 

research data infrastructure in social science. Sharing and reusing data can advance scientific research and provide 

innovative possibilities for practice in criminology (e.g., new correctional methods, new crime prevention policies), 

providing sustained and thriving energy for the field. 

KEYWORDS 
Research data infrastructure, Data in Criminology, Research data management, Open research data  

INTRODUCTION 
Since the concept of data-intensive science, the fourth paradigm of science, has been proposed for more than a 

decade (Hey, 2009), it accurately predicts a research team's current state in most disciplines: the role of research data 

has become a more critical asset than ever. Today, researchers derive insights through a large amount of gathered 

data through computational and analytical techniques. Governments, disciplinary communities, and research 

institutions are building research data infrastructures to better support researchers' research activities around data. 

This trend has undoubtedly blown over to the social sciences as well. Researchers in social science often handle very 

complex data (Jeng & He, 2022). Taking criminology as an example, a researcher may involve primary data, 

secondary data, and data from vulnerable populations (e.g., prisoners) (Thanos, 2011). Understanding how these 

researchers coping with complex nature of data, and what special considerations are addressed, becomes useful 

materials for strengthening current social science data infrastructures. 

In this study, we report a complete qualitative study with 13 criminologists in the form of an extended abstract (as a 

poster paper), in which two focus group sessions and in-depth interviews were conducted. The study's goal was to 

capture the perspectives and considerations of researchers in criminology on how they use and share data for their 

research within a data-intensive paradigm. Specifically, we investigated their willingness, experiences, and 

considerations for sharing and reusing research data and anticipates for data curation professionals to establish an 

ideal research data repository based on their needs to better build the research data infrastructure and foster the 

research data sharing and reuse in social science (Jeng & He, 2022). 

METHODOLOGY 
This study used a qualitative approach with two small focus group sessions (one consisting of five individuals from 

a criminology research institution and one consisting of three university faculty members who work in criminology 

departments), as well as five semi-structured, in-depth interviews. Interviews and focus groups were held in Taiwan 

and in spring 2021. The choice of conducting small focus groups for capturing scholars' responses on open science 

topics has been seen in previous work (Lyon et al., 2020). Before each interview, we sent out an online 

questionnaire built on Qualtrics, an online survey software, to gather our participants' training backgrounds and 

research interests. This particular process helped us better tune the protocol, improve its accuracy, and help avoid 

technical problems, e.g., grouping interviewees with advisor-advisee relationships into the same focus group.  

As for the data analysis, we first performed a round of open coding for the transcribed audio data and gradually 

reached several axial coding labels. After collecting these axial coding labels, we categorized them into three 

overarching central themes for criminologists' data practices—trust, contract, and value as our findings.  

RESULTS 
In this extended abstract, we present the most key notions that influence criminologists' data-sharing and reuse 
practices in: trust, contracts, and values. Participants’ demographical information, including their research interests, 

is available at https://osf.io/a8fh5/?view_only=726379edffd044b7a042c58b5aa3cb2e for review. 
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Trust 
Lower levels of trust between data reusers and data sharers can inhibit open research data’s use in both ways: data 

reusers do not use data because lacking of trust from data sharers, and data sharers do not release the data because 

they do not trust potential data users (Zuiderwijk et al., 2020). Based on our results, we further identify two sub-

categories of concerns amid the notion of trust: Data quality and interpersonal trust. 

Data quality. Being aligned with the previous study (Yoon & Lee, 2019), we confirmed that criminologists usually 

check the target dataset’s transparency, accuracy and examine whether their collecting processing is reliable and 

solid before reusing others’ data, no matter what types of data, e.g., qualitative data, quantitative data, data from 

other individual researchers, government statistics, or documents from public sectors. If the data lacks accuracy and 

completeness, it may lead to severe problems such as misuse and misinterpretation by scholars who access the data 

(G06, G08). In terms of data processing, participants reported that they usually check how data are collected, 

cleaned, and analyzed, which is basically aligned with the research data lifecycle. In addition, data’s quality also 

related to researchers’ perceived transparency: if a data sharer provides sufficient description of the released data, 

researchers were less likely to misinterpret or misuse the data when using it (G06).  

Interpersonal trust. Interpersonal trust also influences researchers' willingness to collect, share, and reuse data. 

Scholars rely on interpersonal relationships to access unpublished data (the 'gray' data) and reach hard-to-reach 

interviewees such as gang members. Our interviews summarized three foundations of interpersonal trust: honesty 

and integrity, ability to use, and past partnerships. Not surprisingly, data providers (e.g., government agencies) are 

only willing to release relevant data under-promise. Trust can only be strongly built on the basis that both parties to 

the data sharing/use share a common belief in each other's capability to use the data accurately and productive. 

Finally, the well-established partnerships in the past by all means create trust in the future. 

Contract 
We found that criminologists consider various forms of contracts during the course of using or sharing research data 

with others. Contracts usually involve norms such as the ownership and the right to use research data, which 

influences scholars' willingness and attitudes toward sharing research data. Signing a research proposal 

commissioned by the government or a memorandum of understanding (MOU) is a part of having the contract, which 

establishes the obligations between the government and scholars for providing and using data through concrete 

terms. In addition, the right to use research data (e.g., whether the data can be adapted and published after the 

research is completed) is also declared (G01, G04, G05). If the ownership and rights to use the data are not declared 

in the contract, scholars will hesitate to share or disclose data (P01).  

With its sensitive nature, data used by criminologists strictly follow laws and regulations. For example, to protect 

the youth's rights and interests, the government usually cancels the youth's criminal record, requiring additional 

work to fill in the gap to carry out the intended study related to juvenile delinquency. When scholars share or 

disclose research data, they are often constrained by their general ethical decision-making and research ethics. 

Finally, the silent agreement shared among scholars refers to an implied contract between scholars. They are willing 

to share research data with whom and only on the premise that lives a partnership (P01, P02, G06, G07, G08). On 

the other hand, criminologists are often synchronized in their minds as they understand all the efforts it takes to 

collect and process the data, making them feel hesitant to request others' data. 

Value 
Data's value is interwoven with the efforts that researchers pay during the research data lifecycle. Our participants 

reveal that collecting data from scratch, data cleansing, and developing code books all speak the same story about 

the unique value individual researchers add to their research data to make them unique. Data's publication value also 

greatly influences criminologists' attitudes and decision-making. In general, when sharing and disclosing research 

data, scholars consider the subsequent publication value of the data. They tend to share or disclose data only when 

the data has completed its mission, e.g., completed the academic publication process (G01, G02, G03, G04, G05). 

NEXT STEPS 
The current study unveiled three components, namely, trust, contract, and value, which are deeply rooted in 

researchers’ attitudes and their data sharing and reuse patterns and behaviors. While observing how these 

components interweave, we hoped that a clear picture of open research data practices can be provided to the field of 

criminology in Taiwan.  

Finally, it is worth mentioning that the current repository, the National Archive of Criminal Justice Data (NACJD), 

primarily sponsored by the U.S. Department of Justice, facilitates criminological data-sharing. However, research on 

the needs of NACJD users is relatively lacking. Our next step is to extract participant narratives relevant to the use 

of data repositories and try to relate them to the current data infrastructure design and ultimately, develop a data 

infrastructure that would inspire future research data infrastructure in social science. 
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ABSTRACT 
Common Bean (Phaseolus vulgaris L.) an essential nutrition source for protein and is quite common in the Indian 

subcontinent, China, Brazil, and the USA. Common Bean contains nutritional component which will contribute to 

the reduction of food scarcity worldwide in the coming years (Nadeem et al. 2021). In recent years, the research 

trends applying informatics techniques have given opportunities to harness genomic level information for better 

sequencing, generating a large volume of data. The data is generally being utilized for better crop production and 

improved varieties. The generated data are stored and developed as databases, web servers, publications, and 

patents. However, managing data in a helpful way is a challenge. This paper proposes a model for developing an 

integrated platform that comprehends various Common bean information. The proposed model shall provide curated 

information resources about Common Bean, facilitating the single platform access. The intended benefits can be 

visualized as the researcher can find all information in one place to showcase the progress of research taking place in 

this field.  

KEYWORDS 
Common Bean, Phaseolus vulgaris, Collection Development, Information Resource Integration, Informatics 

INTRODUCTION 
The Common Bean is taxonomically known as Phaseolus vulgaris L. (POWO, 2017). The scientific name has a list 

of synonyms listed by the International Plant Names Index (IPNI) (POWO, 2017). India, Myanmar, Brazil, China, 

Mexico, and the USA have been the highest common bean-producing countries in the last five years (FAO, 2020). 

The application of informatics in biological research has broadened the scope of publicly available web-based 

resources developed to conduct computational modeling (Benson et al., 2012). Various models have been proposed 

to organize resources, and it is argued that the model needs to be flexible in terms of data sources, programming 

language, and informatics tools to remain endorsed and user-oriented (Bruneau et al., 2019). Figure 1 depicts the 

publication's growth in the last seventy-five years indexed in the SCOPUS database. Several web portals have been 

developed focusing on particular specimens of crops; one 

of the most comprehensive and developing portals for 

legume research is the Legume information system (Dash et 

al., (2016). Despite being a major grain crop, Phaseolus 

vulgaris has been studied very few times compared to crops 

with similar importance and sparsely distributed 

information makes the searching process extra laborious 

(Kafer et al., 2021). Egan & Vatanparast (2019) proposed 

an even more advanced portal for legume biology research 

using Next-generation sequencing (NGS) methods. Ram & 

Rao (2012) suggested a single platform-based solution to 

organize heterogeneous bioinformatics resources in one 

place. 

This study aims to design and develop an individual species 

or clades-based information gateways (Bruneau et al, 2019) integrating heterogeneous information resources on 

Phaseolus Vulgaris available over the internet. The process includes the identification of various forms and formats 

of information resources available on Phaseolus vulgaris, secondly, the design and development of an integrated 

platform for information resource integration  

METHODOLOGY 
According to Bruneau et al. (2019), the construction of the model relies on the following four main steps for 

designing and developing an integrated web-based platform. (i) Definition of the type of information to aggregate; 

(ii) Selection of online data sources; (iii) Development of scripts to centralize the information; and (iv) Production of 

an online graphical user interface (GUI) to retrieve and visualize information. This paper proposes a multi-method 

approach consisting of Information identification and aggregation; computational programming and scripting; and 

user testing. 
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TYPES OF INFORMATION ON PHASEOLUS VULGARIS 
Related peer-reviewed publications: Peer-reviewed publications are resources with a heightened level of 

empirically. Many harvesting sites make automatic harvesting of published literature. Web of Science, PubMed & 

SCOPUS can be used for custom-curated content. Webservers: PvTFDB, a web-accessible transcription factors 

(TFs) database for P. Vulgaris containing 2370 putative TF gene models in 49 TF families. (Bhawna et al., 2016) 

The University of California Davis developed PhaseolusGenes to identify and explore markers, quantitative trait loci 

(QTLs), and SSRs region information for common beans. Phaseolus vulgaris Gene Expression Atlas (PvGEA) 

allows researchers to search for genes expressed and query gene expression profiles (O'Rourke et al., 2014). 

Databases: IPNI is the biggest plant bibliographic information database linked with the biodiversity heritage library 

(BHL). Global Biodiversity Information Facility (GBIF) offer harvesting data from different national or regional 

aggregators, and they are comprehensive. Crop-based images and photo databases are the most growing online 

image data portals that have been developed in the last few years; this portal includes a rich source of photographs 

and user observations. Image recognition tools are improving rapidly because of the application of machine learning 

and artificial intelligence. TreeBASE, DAYAD GitHub, Figshare, etc. are the most growing source of phylogenetic 

information. International Nucleotide Sequence Database Collaboration (INSDC), NCBI's GenBank, the European 

Nucleotide Archive, and the DNA Databank of Japan are some of the major data sources of molecular data. The 

International Center for Tropical Agriculture, also known as CIAT, contains the world's most extensive germplasm 

collection of common Bean 41500 accessions from the donor countries. Currently, it is coordinating 29 countries in 

Sub-Saharan Africa, and the activity called the Pan-Africa Bean Research Alliance (PABRA) is supported by the 

Canadian International Development Agency (CIDA) (Islam, 2006). Public institutions such as EMBRAPA, 

IAPAR, and IAC are the highest contributors to research on common beans (Kafer et al, 2021). Software tools: 

Software tools are essential for informatics; depending on the data types, software analysis can vary. Duck et al. 

(2016) highlighted the rapid growth of software used in bioinformatics practice and emphasized the reuse, choice, 

and sharing of software. To incorporate all the types of information mentioned above, the model will require some 

specific features. An architectural design of the integrated model is presented in the next section.   

PROPOSED MODEL 
The proposed information resource integration system generally involves three levels. Such models have been 

proposed to integrate resources for other subjects (Ram & Rao, 2012; Li et al. 2010). The Application Level: The 

user interface (UI) used for primary communication with the system. Searching, fetching, and visualization are the 

main features of this level. The user interface (UI) is essential, primarily for proper user communication; the front 

must be interactive. Now a day, there are specialized scripted frameworks for unique interface design. Information 

Resource Level: This level is concerned with the categorization of various heterogeneous information on the subject 

area. Since the data sources are very heterogeneous, there will need additional standardization protocol, especially 

for the phylogenetic tree, geospatial, image gallery, and sequential data. Data Source Level: This level is related to 

the storage of the data sources as per the standard metadata formats. Depending on the data types, the features of the 

databases will vary, like Gene transfer format (GTF) is a file format that holds information about gene structure; 

modern phylogenetic trees are based on molecular data, geospatial data, image data, etc. Each data type will require 

a specialized file format to get the data stored in the database using the proper harvesting protocol. 

DISCUSSION  
This paper proposes a layered architecture model to organize heterogeneous common beans information resources. 

The proposed web-based model is based on curated data sources available as digital documents (Articles, conference 

papers, books, chapters), databases, web servers, and patents, which are distributed at various sources, local 

databases, and institutional archives. Gathering such information is a challenge for novice researchers. This 

proposed web-based meta-server helps to identify the resources in one place. The growing dominance of technology 

in biological research has broadened the scope of web-based resource development in bioinformatics (Egan & 

Vatanparast, 2019). New server specialized in biological specimen information is continuously added with the 

internet. Integration of all these resources can benefit the researchers in identifying resources essential for research, 

teaching, and learning. Moreover, it will be helpful to the scientists who are engaged in crop development. Resource 

integration is limited to all the digital resources available in the form of published literature, databases, web servers, 

patents, other genome informatics and related resources. 

CONCLUSION  
The development of technology and implementation of next-generation sequencing (NGS) has broadened the scope 

of research in genetics and genomes (Egan & Vatanparast, 2019). Common Bean is essential for globally food 

security and one of the major grain crops with a long domestication history. The crop has emerged with a scattered 

genetic diversity. Availability of this diverse species is essential for crop development, especially as an individual 

species or clades-based information gateways. This study is a novice information researcher approach to facilities 

the bioinformatics community with an aggregate and latest resource on common Bean.  

https://en.wikipedia.org/wiki/Canadian_International_Development_Agency
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ABSTRACT 
Here we attempt to contextualize memetics for Information Studies by reinterpreting Internet Memetics. In doing so, 

we propose a way to empirically study semantics of informational content. This is done by collecting images from 

meme entries on KnowYourMeme, a digital meme repository, and clustering features found in those images. The 

features are found using Google Cloud Vision, Google’s computer vision project. We suggest how informational 

meaning (semantics) is shaped between similarity (operating as the idea of the meme) and difference (features in the 

image). Early results show that memetic ideas may be referenced as the shape of information across image 

collections. 

KEYWORDS 
Memetics; Visual Methods; Computer Vision; Network Clustering; Semantic Information 

INTRODUCTION 
In Internet Memetics (IM), the study of memes online, Shifman outlines three dimensions in defining a meme: 

content, form, and stance. She reduces information to either material behavior or ideas (2013). Instead, we reposition 

information between what Shifman calls “content” (i.e. the idea) and “form” (i.e. the physical aspects) of memes. 

The goal of this work is to suggest where information is located in contemporary memetic theory. We were 

motivated to show that information can contribute in explaining memetic expressions with precision to Information 

scholars who wish to understand memetics or visual culture more broadly.  

We make a contribution using network clustering to recontextualize IM for Information research. Following from 

previous memetic clustering publications on Internet memes (Dang et al., 2015; Leskovec et al., 2009; Theisen et al., 

2020; Zannettou et al., 2018) we provide an interpretation of commonly agreed upon “memes” by gathering meme 

entries from KnowYourMeme. By bridging IM with clustering approaches, this work moves towards offering a 

more Informationally interpretable meme. In particular, we attempt to answer one theory question: 

Do visual features (i.e. “physical aspects”) of an internet meme proxy for the shape of a cultural “idea”? 

This question suggests a new interpretation in which Information Studies can analyze memes. Traditionally, “ideas” 

are mental objects which cannot be directly detected. However, clustering the object tags in a collection of memetic 

image documents offers a representation operating as a “cultural idea.” Strongly clustered aspects of the network 

operate as the “form” of a “cultural idea.” This provides a “shape” of a meme that might be considered the 

information the expression of culture moreso than the total information contained in the image collection. Our data 

provides an informational process of meaning making. A practical implication of this research is in locating 

structural properties of visual information which so far has been understudied (Cho et al., 2021) we suggest a 

exploratory methodological way to contribute to this space.  

METHOD 
We extend our informational interpretation of memes to a computer vision approach: an algorithmic method of 

extracting features from images. Then, we cluster images based on these features. We use a Bayesian Planted 

Partition (BPP) algorithm clustering method on the features returned from Google Cloud Vision’s pretrained 

computer vision algorithms. 

Our data was collected from the image galleries of KnowYourMeme entries, a popular archive of memes often used 

in research (Pettis, 2021). We chose four popular meme entries: “I Took an Arrow to the Knee”, “Me Gusta”, “Rick-

Roll”, and “Slenderman”. These were selected because they offered differences in the way images were changed or 

collaged within each meme. 

For computer vision, Google Vision API has been used in other meme studies (Beskow et al., 2020), and returned 

image tags in JSON files. Within each meme, we performed feature clustering on the tags using Gephi. We built a 

bipartite network of tags to each image. Then, we used multimode network projection which creates an image 

network where the edges between the image nodes are weighted by their shared tags. 
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Using a clustering method, we intend to interpret potential “ideas” in a meme entry. We initially used Louvain 

method of community detection (Blondel et al., 2008). With this method, we found smaller numbers of clusters, 

however they were less stable across all the meme entries. In order to find more stable clusters, we instead opted to 

use the BPP algorithm (Zhang & Peixoto, 2020) which sacrificed smaller, more interpretable numbers of clusters. 

However using Zhang and Peixoto’s clustering algorithm enables us to test the following hypotheses with more 

clarity. Our hypotheses are as follows:  

H1: Memes with similar visual content (i.e. “Me Gusta” and “Rick-Roll”) will have fewer and denser clusters. 

H2: Memes with visually dissimilar content will have more distributed clusters (i.e. “I Took an Arrow in the Knee” 

and “Slenderman”). 

These hypotheses are motivated by the properties related to the use of the meme. Me Gusta is a popular template 

meme in that commonly uses a similar background image: i.e. an image macro. Rick-Roll is commonly used as a 

trick. Being “Rick-Rolled” is to click on a link or see an image referencing Rick Astley’s song “Never Gonna Give 

You Up” despite expecting something else. For the trick to be successful, the reference to needs to be obvious, 

hence a minimal clustering. Slenderman, on the contrary, is more often referencing narrative-building and thus a set 

of less connected stories.  Because of lack of narrative cohesion, Slenderman’s features are expected to be more 

distributed. Similarly, “I Took an Arrow in the Knee” is often more recognized by text references to a quote from 

the videogame narrative The Elder Scrolls V: Skyrim. 

RESULTS 
The output suggests that there are GCV tags which cluster more regularly than others in each meme. Also 

importantly, in support of our hypotheses, the number of clusters does generally follow the pattern we expected. 

Rick-Roll and Me Gusta do have fewer clusters than I Took an Arrow and Slenderman. 

Meme_Entry 

# of 

Images 

# of 

Tags 

# of 

Clusters 

Med Cluster 

Size 

Mean Cluster  

Size 

Max Cluster 

Size 

Min Cluster 

Size 

Rick-Roll 197 337 41 8.0 8.2 33 1 

Me Gusta 488 579 58 6.0 7.9 48 1 

I Took An Arrow 348 469 62 6.5 7.6 32 1 

Slenderman 686 459 84 5.5 6.9 25 1 

All Combined 1719 872 133 6.0 7.7 38 1 

Table 1. Bayesian Planted Partition Algorithm Clustering Results 

It is also notable that the combined image clusters are not the sum of the clusters for each meme entry separately. 

This implies there are a significant number of tags that are in multiple meme entries. While there are not enough 

meme entries here to say definitely, it does not appear that the number of images are responsible for the number of 

clusters or each cluster’s size, however further exploration of this might generate more robustness once more meme 

entries are gathered with a more clear sampling strategy. 

CONCLUSION 
Early results suggest visual properties expected from a meme entry’s use do impact how many clusters exist across 

the images, suggesting more or less ideas. This means a clustering approach shows where information joins with 

semantic properties through clustering visual data in the images. The tags proxy for how a human might make 

meaning of those visuals. To address limitations, more meme entries could be collected to address significance and 

robustness. 

We have shown theoretical value in empirically discovering common clusters of “ideas” across these images. 

Noticing the distinctions in cluster structure across each meme entry supports our initial question. Informational 

distinctions in structure may proxy for the semantic structure of memes. Further structural analysis of clusters could 

continue to develop this argument with more nuance. 
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ABSTRACT 
As interdisciplinary research attracts more attention, interdisciplinarity has become a significant factor to be 

explored for scientific impact. This study explored the influence of interdisciplinarity on scientific impact in the 

field of climate change, based on Web of Science data. Taking newly-developed indicator DIV* and its components 

as interdisciplinarity measures, we used OLS regression and topic analysis to analyze their relationships with short-

term and long-term scientific impact, respectively. We found that DIV* had an inverted U-shaped relationship with 

scientific impact in overall positive correlation, and both long- and short-term scientific impact increased with the 

growth of interdisciplinarity with a declining growth rate in most cases. For the three components of DIV*, balance 

and disparity are negatively and positively correlated with scientific impact, respectively, while variety has an 

inverted U-shaped relationship. These findings provided theoretical and decision-making support for evaluating the 

impact of interdisciplinary research in the field of climate change. 

KEYWORDS 
Interdisciplinarity; Scientific Impact; Climate Change 

INTRODUCTION 
Interdisciplinary research, as an important scientific research innovation method, provides humans to solve complex 

problems in depth (National Academy of Sciences, 2005). To analyze, synthesize and harmonize the connections 

between disciplines into a coherent whole, interdisciplinarity emerged, referring to a synthesis of two or more 

disciplines (Choi & Pak, 2006). As interdisciplinary research draws more attention from academia and government 

departments, it is interesting to explore the role of interdisciplinarity in scientific impact. Scholars have found that 

more than 90% of highly cited research usually had a higher degree of interdisciplinarity (Chen et al., 2015).  

Although there have been studies that focused on the relationship between interdisciplinarity and scientific impact 

(Larivière & Gingras, 2010; Leahey et al., 2017; Yegros-Yegros et al., 2015; Zhang et al., 2021), diverse research 
options have resulted in a lack of consensus among related studies. Scientific impact, usually represented as 

citations, behaved differently in the long and short term (Baumgartner & Leydesdorff, 2014; Garfield, 1998). 

However, most studies only considered a certain citation time window and ignored the difference between short-

term and long-term citations. The citation life cycle, which has rarely been used to describe the aging process of 

interdisciplinary research (Cano & Lind, 1991), could help to determine the appropriate citation window.  

Climate change has been listed as one of the major global issues today by the United Nations. Promoting 

interdisciplinary research is a necessary strategy to deal with the threat of global climate change (Hellsten & 

Leydesdorff, 2016; McCright et al., 2013; Weart, 2013). This study firstly revealed interdisciplinarity by newly-

developed indicator DIV* (Leydesdorff et al., 2019) and its components variety, balance, and disparity, and then 

identified citation life cycle of climate change research. After understanding interdisciplinarity characteristics and 

scientific impact respectively, we explored the role of interdisciplinarity in the scientific impact in the whole field of 

climate change and several sub-topics. 

METHOD 
We downloaded publications related to climate change in Web of Science Core Collection between 2001 and 2020. 

The document type was limited to articles and reviews. The annual citation data of each paper were also extracted 

from the Web of Science Core Collection. Since the subsequent analysis was performed by using the citation life 

cycle of 3 years and 10 years, two different data sets of 2001-2017 (N=109,282) and 2001-2010 (N=31,991) were 

screened out as long-term and short-term respectively for subsequent plotting and regression analysis.  

For the measurement of interdisciplinarity in our study, we took the integrated measure DIV* as the main 

comprehensive indicator for interdisciplinarity. The three sub-indicators representing three classic aspects of 

interdisciplinarity: variety, balance (1-Gini), and disparity, were also employed to give detailed information to 

describe interdisciplinarity. For a specific paper, its interdisciplinarity measures were all calculated based on the 

distribution of the subject categories of its references. In terms of scientific impact, we chose citation count as its 

measure, and used the citation life cycle to observe. Publications were divided into eight different groups according 

to the level of interdisciplinarity, and the citation life cycles of these eight groups could be compared. 
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To explore the relationship between article-level interdisciplinarity and scientific impact, we adopted ordinary least-

squares linear (OLS) regression with robust standard errors. We used lg_citations as the new dependent variable and 

defined it as lg(citations+1) (Thelwall & Wilson, 2014). In order to eliminate the potential interference of other 

variables on scientific impact, several control variables were used in the regression model. 

RESULTS 
Statistics found that the DIV* ranged from 0 to 273.92 in the 

sample literature, of which 90.4% had DIV* less than 40. 

Figure 1 presents citation life curves of the eight groups of 

publications classified by DIV*. It is notable that the higher 

DIV* of one group is, the longer citation life cycles and the 

greater cited half-life.  

To further explore the relationship between integrated 

interdisciplinarity indicator and citations, the quadratic 

prediction of citations using DIV* were described in Figure 

2. Whether it is short-term or long-term, an inverted U-shaped 

relationship was found between DIV* and scientific impact. 

While the inflection point of long-term citation impact is around DIV* equal to 80, lower than that of the short-term 

citation impact. The OLS regression report also achieved significant results for both linear and quadratic terms. For 

most papers, the initial growth of interdisciplinarity has brought about a larger increase in scientific impact, but with 

the growth of interdisciplinarity, the growth rate of scientific impact has reduced for only a small number of papers. 

As for the relationship between the three sub-indicators and scientific impact, variety, disparity, and balance shown 

different characteristics. Figure 3 shows the short-term quadratic prediction plots, which are similar to the long-term 

ones. To be specific, variety and scientific impact showed an inverted U-shaped relationship, similar to DIV*. 

Balance had an overall negative correlation with citations, while disparity and citations are positively correlated. In 

general, with respect to interdisciplinary research, the number of disciplines (high diversity) and the distance 

between disciplines (high disparity) have a strong and positive impact on the scientific impact, but this impact may 

be offset by excessive disciplines or too even distribution of disciplines (high balance). 

 

 

 

 

CONCLUSION 
This study explored the relationship between interdisciplinarity and scientific impact in the field of climate change, 

using the new interdisciplinarity measure DIV* containing three dimensions of variety, balance, and disparity. An 

inverted U-shaped relationship has been found between the interdisciplinary indicator DIV* and the scientific 

impact, and the results of interdisciplinary sub-indicator variety have similar laws. Sub-indicator disparity had a 

positive relationship with scientific impact, while balance had a negative correlation. Relationships behaved 

similarly in the long- and short-term scientific impact.  

The exploration of the mechanism of interdisciplinarity influence on climate change knowledge production not only 

helps enhance the output and influence of interdisciplinary research, but also provides clues for academic evaluation. 

The long citation life cycle of literature in the field of climate change suggested a longer evaluation period for 

interdisciplinary research in comparison to common research. The objective and fair academic evaluation could 

influence the research interests of scholars and the healthy development of academia. We will further explore the 

improvement of interdisciplinarity indicators and methods, and apply the methods to larger data sets for more in-

depth analysis. Other impacts besides scientific impact, such as policy impact and altmetrics were planned to be 

discussed. 

Figure 1. Annual evolution of citations and scatter plot of 

mean DIV* versus cited half-life for eight groups of DIV* 

Figure 2. Relation between log-transformed 

scientific impact and DIV* in quadratic prediction 

plots with confidence interval using the long-term 

and short-term logarithmic citations as the y-axis. 

Figure 3. Relation between log-transformed scientific impact and 

interdisciplinary sub-indicators, including variety, disparity, and 

balance. 
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ABSTRACT 
Online bibliographic databases have enabled new research through which bibliographic records are analyzed as data 

about science. Within these records, the acknowledgements sections of papers are often used to draw conclusions 

about funding support for published research. While acknowledgements and funding statements can be informative 

for research and policy development, this poster adds to a body of literature that highlights limitations of funding 

data for scientometric and policy research, using evidence gathered from a questionnaire of authors of astronomy 

journal articles. The study shows that only 71.4% of a sample of authors of papers tied to NSF grants through 

acknowledgements reported in the survey that NSF funded the research presented in the respective papers. A brief 

analysis of the questionnaire followed by recommendations and considerations for further research are presented. 

The discrepancy in reporting appears to indicate that funding streams can be fluid and not always apparent to 

authors, overall raising the question of what sorts of research should be addressed with funding statements, where 

conceptually tying a paper directly to a grant is not straightforward. 

KEYWORDS 
research funding, scholarly communication, acknowledgements, scientometrics, astronomy  

INTRODUCTION 
The evolution of online bibliographic databases has enabled scientometric and policy-oriented research, where 

bibliographic records can be analyzed as data. Within these records, the acknowledgements sections of papers are 

often used to draw conclusions about research support and conflicts of interest, indirectly influencing the evolution 

of research policy and funding programs across disciplines. Authors typically mention funding agencies and grant 

numbers within acknowledgements, leading to efforts to connect specific grants and amounts of funding directly to 

papers to evaluate research outcomes and return on investment. A few examples of this type of research include 

Kurczynski & Milojevic (2020), Larivière & Sugimoto (2018), and Tatsioni, Vavva & Ioannidis (2010). While 

acknowledgements and funding statements can be informative, this poster explores potential limitations of using 

funding data for research and policy through evidence gathered from a survey of authors of astronomy journal 

articles.  

BACKGROUND 
Scholars have identified limitations of using funding acknowledgements to draw conclusions about research 

practices. For example, Rigby (2011) shows that there is a tendency to exaggerate productivity of certain grants. 

Paul-Hus, Desrochers and Costas (2016) note that “funding acknowledgement data remain self-declared information 

and are thus subject to unethical or inconsistent behaviours, either when authors fail to acknowledge funding sources 

or when, on the contrary, they acknowledge support they did not actually receive” (p. 3). As machine learning and 

natural language processing techniques are increasingly used to process funding information corresponding to 

papers, it is necessary to consider the types of research questions and methods that can benefit from funding 

acknowledgements. Through a dissertation study documented in Stahlman (2020) and Stahlman & Heidorn (2020), 

a series of incidental findings is presented here, adding insight to conversations about research with funding 

statements. 

METHODS AND RESULTS 
Using author email addresses obtained from Web of Science bibliographic records, a survey was sent to 

corresponding authors of astronomy papers acknowledging a sample of NSF Division of Astronomical Sciences 

(AST) grant numbers. The sampled grants originated in 2016, and the survey was conducted between May and June 

2019.  The survey was sent to 477 authors of papers associated with sampled grants, and 107 responses were 

received corresponding to papers published between 2016 and 2019 in 13 astronomy journals. The original purpose 

of the survey was to obtain information about the locations and characteristics of astronomical data that correspond 

to the papers, and the same survey was also sent to a second population not discussed here. As part of this larger 

overarching study (Stahlman, 2020), participants associated with the known sample of NSF grants through 

acknowledgements in the literature were nevertheless asked the multiple-choice question: Which agency or agencies 

funded the research presented in this paper? Select all that apply. Options for responses were: 1) NASA, 2) NSF, 3) 

DOE, 4) DOD, 5) Institutional or university support, 6) Private foundation(s), 7) International (Non-U.S.) agency, 

8) Other (specify), and 9) Not applicable. Surprisingly, only 71.4% of the authors of papers linked to NSF grants 

through Web of Science indicated NSF as a funder of the research in the respective question (n=107).  
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Review of the funding statements eliminated the possibility of “false positives” originating with the Web of Science 

search, as all acknowledgements referred to NSF grants in some way. However, a variety of acknowledgement 

styles appeared across both the group that indicated NSF funding on the questionnaire and the group that did not. 

For example, some funding statements are quite long and detailed and others more concise. Also, some funding 

statements use language clearly indicating direct support of the research at hand by NSF and others indicate 

piecemeal individual support held by each author. Overall, a clear pattern was not detected through manual review 

alone.  

Another possible explanation for the discrepancy is that the corresponding author who completed the survey was not 

immediately cognizant of all grants held by coauthors. In astronomy and other fields, the corresponding author 

designation is a respected role with special responsibility, and this individual is expected to be highly familiar with 

the research. Especially considering the freshness of sampled grants and papers at the time the questionnaire was 

completed, it is difficult to dismiss outright the impressions of the corresponding authors about which major funding 

agencies supported their papers. A binary variable was created to indicate whether a respondent from the NSF-

acknowledged sample also selected NSF as a funder in response to the survey question, and significance tests were 

conducted (with 95% confidence interval) to further deconstruct authorship characteristics that may contribute to the 

discrepancy, reported briefly below. 

H1: The discrepancy in reporting the funding for a paper is related to the number of authors on the paper. If a paper 

has many authors, it may be more difficult for the corresponding author to be aware of funding held by co-authors. 

The number of authors on sampled papers ranged from 2 to 122; a new log transformed variable was created and a 

Welch’s two sample t-test was conducted. The result was not significant at the .05 level but may be considered 

marginally significant and worthy of further exploration (t = 1.8333, df = 58.82, p-value = 0.07181). 

H2: The discrepancy in reporting the funding for a paper is related to international collaboration. If a paper 

involves international collaboration between U.S. and non-U.S. authors, it may be more difficult for the 

corresponding author to be aware of funding held by coauthors. A Pearson’s Chi-squared test was conducted, and 

the result was not significant (chi-squared = 2.5885, df = 1, p-value = 0.1076). 

H3: The discrepancy in reporting the funding for a paper is related to the career stage of the corresponding author. 

If the corresponding author is very early in their career, they may be less familiar with funding reporting practices 

and other norms. To determine whether career stage of the corresponding author is significantly related to the 

discrepancy, a Welch’s two sample t-test was conducted, and the result was not significant (t = 0.74725, df = 

65.841, p-value = 0.4576). 

H4: The discrepancy in reporting the funding for a paper is related to whether the corresponding author is also the 

first author. For the present study, a majority of corresponding author respondents - 100 out of 107 - are first authors 

as well, which does not support statistical inference. It may be worth noting that four out of the seven non-first-

authors fall into the discrepancy category (57%). This percentage is higher than the larger dataset (28.6%), but there 

are too few observations to draw a conclusion. 

DISCUSSION AND CONCLUSION 
The incidental findings and brief exploration presented here demonstrate that funding streams in astronomy are fluid 

and not always apparent to authors. This conclusion aligns with the argument of Rigby (2011) that links between 

papers and acknowledged funding are complicated and often indirect, where research funding essentially supports an 

ecosystem of processes rather than specific papers. By directly obtaining authors’ perspectives through a 

questionnaire about specific papers, the present study has illuminated discrepancies in awareness and reporting of 

funding sources. That said, possible reasons were identified for the discrepancy – the most promising explanation 

(within the limitations of the study) being that having more authors on a paper may contribute to enhanced 

ambiguity about research support. Features of astronomical research are unique and could contribute to the 

discrepancy as well, as authors may or may not choose to acknowledge the grant numbers of NSF-funded facilities 

and instruments, and where investments in primary research are balanced with research support-related funding for 

training, major facilities, instrumentation, and software (Stahlman & Heidorn, 2020). 

Beyond the small study in one discipline presented here, the overall complexity of funding acknowledgements 

demonstrated in the broader literature warrants continued caution when using funding statements to generalize. This 

issue raises the question of what sorts of research can or should be addressed with funding statements, where 

conceptually tying papers directly to grants is not straightforward. Future work will further explore of the quality 

and integrity of acknowledgements as a data source, to avoid natural language pitfalls with automatic extraction and 

ensure accurate reporting of research outputs to justify funding and assess the overall value and impact of scientific 

research. These issues also point to a need for further qualitative research on the nuances of acknowledgement 

behavior and impressions of authors across disciplines about direct and indirect funding support for papers. 
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ABSTRACT 
As calls for justice in science and technology grow louder, the number of studies that seek to center equity and 

justice continues to grow. While the resulting body of knowledge is commonly assumed to constitute a monolith in 

terms of its theories, methods, priorities, and communities, the purpose of this study is to demonstrate the diversity 

of the extant justice-oriented research in information science and technology. Specifically, we show that, similar to 

other emerging research streams, as certain justice-oriented works become well-known and enter the mainstream, 

the margins once again shift and new, even more progressive ideas appear on the epistemological horizon, fighting 

for visibility. This study argues that instead of becoming too comfortable with what has now become the justice-

oriented mainstream, the information science and technology literature should learn from the vanguard ideas in this 

area, some of which are presently being silently neglected.     

KEYWORDS 
Social Justice; Justice-oriented Research; Bibliometric Analysis; Critical Theory 

INTRODUCTION 
The field of information science and technology (IST) is becoming increasingly aware of the importance that the 

introduction of social justice as both a research topic and a tool into the core of the discipline has for the survival of 

the entire field (Cooke, Sweeney, & Noble, 2016). The question this study seeks to elucidate is therefore, What are 

the different components of justice-oriented work in information science and technology and how are they related? 

Addressing this question can help not only situate justice-oriented research as a pivotal part of the discipline, but 

also provide critical insights into its future development, since a more nuanced understanding of the work each 

community under the umbrella of “IST justice” is engaged in is an important indicator of the future research 

direction of the field. Using bibliometric analysis enables us to illuminate the structural aspects of justice-oriented 

research by examining how different works and subject areas are related (Ellegaard & Wallin, 2015).  

METHOD 
The study sample was collected by performing a series of keyword searches on Web of Science pertaining to social 

justice-oriented work in information science and technology. A team of an IST professor and doctoral student in 

computational psychology assembled a list of 29 key phrases such as “critical data studies,” “feminist STS,” and 

“neuroqueer HCI,” based on a survey of both the extant literature and other subject matter experts. The list entries 

were purposely concrete and yet broad enough to capture as many of the justice-oriented works in the field as 

possible. While alternative data collection approaches exist, the number of relevant studies retrieved using the 

process outlined above was much greater than, for instance, searching for phrases such as “justice AND information 

science.” Specifically, the number of unique justice-oriented studies in our sample is 1,150 (these comprise the focal 

nodes in the network) with a total of 41,025 cited references (i.e., secondary nodes). Table 1 summarizes the key 

descriptive statistics of the resulting directed network where focal nodes serve as “sources” and the works they cite 

as “targets,” connected by a total of 49,955 weighted edges.     

Network Metric Min Mean Max 

In-degree 0 1.18 86 

Out-degree 0 1.18 350 

Betweenness 0 2.16 8,316.17 

Closeness 0 0.02 1 

Connected component size 1 278 39,665 

Table 1. Justice-oriented Research Network Statistics 

The work referenced by the largest number of studies (86), i.e. the node with greatest in-degree centrality, is boyd 

and Crawford’s (2012) “Critical Questions for Big Data” – one of the first studies to explicitly critique the 

computational turn in IST (boyd & Crawford, 2012). Conversely, the work citing the most studies, i.e. the node with 

highest out-degree centrality, is Harris and Anthis’ (2021) comprehensive literature review titled “The moral 
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consideration of artificial entities” which has a total of 350 references (Harris & Anthis, 2021). The node with 

highest betweenness centrality, or the one best positioned to connect different communities within the network, is 

Floridi’s (2016) “Faultless Responsibility: On the Nature and Allocation of Moral Responsibility for Distributed 

Moral Actions” (Floridi, 2016), followed by Mittelstadt and Floridi’s (2016) “The Ethics of Big Data: Current and 

Foreseeable Issues in Biomedical Contexts” (Mittelstadt & Floridi, 2016), which also happens to be the paper with 

highest closeness centrality, i.e. the one with highest average closeness to all other papers in the network. Although 

there are 151 connected components in the network, the largest one accounts for 94 percent of all nodes, serving as a 

main component with a very small number of papers outside its orbit. This may suggest a highly cohesive and 

endogenous network, so to investigate the structure of justice-oriented literature in IST further, we added another 

level of analysis by aggregating the papers in the network to the thematic categories which we used for data 

collection from Web of Science.  

RESULTS 
The thematic level of analysis allows us to explore the connections between different themes within justice-oriented 

research and test our expectation of a diverse and distributed rather than a centralized and homogenous bibliometric 

network. Figure 1 shows a graph of the theme-level network where each node represents one of the 29 themes in our 

search list, node color corresponds to connected component membership, and node size is indicative of degree 

centrality. 

 

Figure 1. Theme-level Justice-oriented Research Network 

While 19 of the 29 thematic areas (65 percent of all themes) are indeed connected, i.e. authors working in one area 

tend to reference authors active in other areas or even co-list these additional areas in their own work, certain areas 

in justice-oriented IST work, such as queer and Indigenous HCI, remain largely underexplored and disconnected 

from the mainstream IST literature. Even the main component itself does not exhibit a high degree of centralization, 

with data and information ethics and critical data studies forming one pole, and the justice-oriented branches of 

human-computer interaction (HCI), along with critical design, a second one, with very few interactions in-between.  

CONCLUSION 
This preliminary analysis can serve as initial evidence that far from being a monolith, justice-oriented research in the 

information sciences is fragmented, mirroring the underlying silos in IST. Although this is not surprising, justice-

oriented researchers can benefit from venturing out of their traditional understanding of justice work and learning 

from adjacent communities. It is, of course, not feasible to expect that scholars from one subject area be fluent in 

other, often vastly different IST subfields; however, there are principles around which many of us in IST can unite. 

These principles can serve as a foundation for “re-imagining an information-resilient society,” and existing ASIS&T 

special interest groups can facilitate inter-SIG dialogue to build that foundation collectively. 

Future work will broaden the scope of the study by expanding both the search terms used for data collection and the 

research databases surveyed. Additionally, a close content analysis of the papers in each thematic area can surface 

the key commitments to justice in the surveyed research communities which can help chart the future directions of 

the field. 
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ABSTRACT 
In this poster, we report the findings of an investigation of 28 LIS associations’ DEI efforts as evidenced through 

their websites. The DEI efforts were documented in terms of whether DEI was mentioned in associations’ missions 

and goals, their code of conducts, and their competency frameworks, whether the associations provided DEI 

definitions, whether there were position statements, whether there were dedicated units leading the DEI efforts, 

whether there were specific DEI resources, and whether there were relevant contents on the homepage or as menu 

items. While we discovered the common patterns of DEI practice, we also uncovered notable gaps. Our findings 

contribute to a better understanding of the role of associations in promoting and fostering DEI, it also shows the 

need for a consistent and visible effort for LIS associations to lead their professional community toward a robust 

work in DEI and developing a DEI competency framework for LIS professionals. 

KEYWORDS 
Diversity, Equity, and Inclusion (DEI); LIS Associations; Mission, Vision, and Strategic Plans; Committees and 

Task Forces; Competencies 

INTRODUCTION 
According to The SAGE Encyclopedia of Higher Education, a professional association is “an entity comprised of 

individuals who are connected with one another through a shared mission, vision, or purpose concerning a specific 

profession. Professional associations exists to advance the interests of a profession, the individuals engaged in that 
profession, and to serve the public good” (Soto, 2020). In recent years, a variety of library and information science 

(LIS) associations have reaffirmed their commitment to and/or declared their positions in supporting and promoting 

efforts concerning Diversity, Equity, and Inclusion (DEI). Nevertheless, the exact role of the associations in 

fostering elements of DEI in its membership community, and incorporating or integrating DEI elements into 

professional competency standards, has largely been unexamined. As noted by the Public Library Association 

(PLA), “We acknowledge that libraries have been—and still are—complicit in systems that oppress, exclude, and 

harm Black people, indigenous people, and people of color (BIPOC). The library profession remains 

overwhelmingly white, despite decades of emphasis on diversity and inclusion. We see incredible examples of self-

determination and resilience by BIPOC librarians and educators, yet the profession has largely failed to improve 

conditions and ensure pathways for advancement among library workers of color.” Poole et al. (2021) observe that 

“the field of LIS continues to face a vexing paradox. Its longstanding ideal of and concomitant commitment to 

serving diverse communities and users equally has failed to translate into diversity, equity, and inclusion (DEI) in 

the profession or in LIS education” (p. 258). While several research studies have focused on DEI in LIS education 

(e.g., Montiel-Overall, 2009; Jaeger et al., 2014; Poole, et al., 2021), few have investigated the role that LIS 

associations play in promoting and supporting DEI in LIS practice. A study by Adkins et al. (2020) focuses on DEI 

efforts by ALA, the ethnic caucuses of ALA, and SAA. Adkins et al.'s work did not explore how DEI knowledge, 

skills, or abilities (KSA) are a part of competency standards set by a given association for professional practices. We 

believe it is not only crucial for associations to declare it as a part of overarching missions and core values, but it is 

also essential that DEI KSA is explicitly outlined in professional competency frameworks developed by these 

associations. Our research questions (RQs) are as follows: 

RQ1. What parts of their websites do associations use to visibly declare the importance of DEI for their 

organizations? 

RQ2. In terms of organizational structure, what are the dedicated units in the associations that lead/direct the 

DEI initiatives/efforts? What associations seem to miss those dedicated units? 

RQ3. What are the notable gaps in the Associations’ DEI efforts judging from their public-facing websites? 

METHODOLOGY 
Upon examining multiple resources of LIS associations, we based our study samples primarily on the list provided 

by the University of North Texas College of Information. By removing all Texas-based associations and adding 

several key associations, we had 28 LIS associations located in the US and Canada. Examples of these associations 

include American Library Association (ALA), American Medical Informatics Association (AMIA), and Canadian 
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Association of Research Libraries (CARL). We reviewed association websites and recorded the details of the DEI 

related content in the aspects of (1) Mission, vision, core values, and strategic plans, (2) DEI definitions, (3) DEI 

position statements, (4) Code of ethics/conducts/ethical principles, (5) Dedicated units, (6) Competency framework, 

(7) Resources, and (8) DEI information presence on the homepage or as menu items. The sampling, data collection, 

and coding took place from November 22, 2021 to May 23, 2022. 

RESULTS 
The Presence of DEI Efforts on Websites  
Of 28 associations, the most frequent way of addressing DEI issues was through the associations’ Mission 

Statement, Vision Statement, Strategic Plan, or Core Value Statement (n=24, 85.71%). Twenty-three associations 

(82.15%) had diversity statements, whereas 19 (67.86%) had a dedicated unit to coordinate the DEI efforts. 

Nineteen (67.86%) associations had resources on DEI, while 17 (60.71%) associations’ code of ethics contained 

DEI related wording. However, when it comes to competencies, less than half (n=13, 46.43%) of the associations’ 

competency standards mentioned or had a subarea relevant to DEI. Other efforts such as having a menu item, having 

a definition, or having a dedicated section on their home pages are much less common, ranging from 11% to 43%. 

Dedicated DEI Units within Associations 
Nineteen (70.37%) associations had dedicated units leading the DEI efforts and of them, 8 (42.11%) had multiple 

dedicated units, whereas 11 (57.89%) had one. Twelve (63.16%) had a committee for DEI, 8 (42.11%) had a task 

force, whereas 6 (31.58%) had a SIG, section, or community for DEI. Examples of committees include PLA’s 

Committee on Equity, Diversity, Inclusion and Social Justice, and MLA’s Diversity, Equity, and Inclusion 

Committee. Examples of task forces are ARL’s Task Force on Structural Equity and Inclusion, and AMIA’s DEI 

Task Force. Examples of a SIG or community are SLA’s Diversity Inclusion Community Equity (DICE) 

Community, and ALISE’s Equity and Social Justice SIG. 

Notable Gaps in DEI Efforts 
Notable gaps appear in several areas, including lacking a “homepage dedicated section” to publicize associations’ 

DEI efforts or resources (n=25), missing explicit “definitions of DEI terms” (n=19), not listing DEI initiatives as 

“menu items” (n=16), and no explicit “DEI competencies” (n=15). Three associations had a dedicated homepage 

section on DEI, including ALA, ARL, and IEEE. For instance, ARL featured a DEI block on the homepage that 

directly links to the dedicated DEI page that lists all DEI-related news, programs, and resources. Nine associations 

provided explicit definitions of DEI: ALA, ACRL, ALISE, AASL, MLA, SAA, ACM, IEEE, and CARL. With the 

absence of an explicit and meaningful definition of DEI, the associations may face problems of bringing their 

members on the same page about the fundamental concepts of DEI.  

Meanwhile, 12 association websites featured DEI-related menu items that link to further information or resources. 

While some associations had DEI at the first level of the top menu, others had DEI on the third level of the main 

menu. For instance, ACM has “Diversity, Equity, and Inclusion” items on its homepage top menu, whereas nine 

associations (e.g., ALA, ACRL, ARL, AMIA, SLA) placed “DEI” as second-level menu items and two (IFLA, 

AALL) as the third level item. Thirteen associations integrated DEI in their professional competency standards or 

had separate standards in varying topics related to DEI. Five (AASL, ALA, ALCTS, CARL, YALSA) had an 

independent DEI Competency area. An example for separate standards is the “Cultural Proficiencies for Racial 

Equity,” co-developed by PLA, ARL, ACRL, and ALA. ACRL has diversity standards. AASL has a “Shared 

Foundation: Include” framework which entails “an understanding of and commitment to inclusivity and diversity in 

the learning community.” 

DISCUSSION & CONCLUSION 
As asserted on the PLA EDISJ Committee’s webpage, “We commit to dismantling white supremacy in libraries and 

librarianship. We recognize the urgency of this collective work, and commit to hold ourselves, our colleagues, and 

our institutions accountable when we fall short.” In this investigation, we uncovered the patterns of DEI efforts as 

shown through the LIS associations’ websites. We also revealed notable gaps in associations' DEI efforts. While it is 

not surprising that many associations (85.71%) had DEI explicitly stated in their Mission, Vision, Goals, or Values, 

it is alarming that there were four associations that did not include DEI in any of their central statements. While the 

most commonly dedicated unit for leading the DEI effort is through committees (42%), other associations used more 

short termed task forces or working groups. Not all the associations had a dedicated competency area in DEI, which, 

we declare, should be essential for the development of LIS professionals. The findings of our research contribute to 

a better understanding of the role of associations in promoting and fostering DEI. Through this study, we urge the 

LIS professional associations to make a consistent and visible effort to lead their professional community towards 

robust work in DEI and developing a DEI competency framework for LIS professionals.  



 

ASIS&T Annual Meeting 2022 194  Posters 

REFERENCES 
Adkins, D., Buchanan, S. A., & Alston, J. K. (2020). LIS association activities in promoting and sustaining an inclusive 

profession. Library Quarterly, 90(2), 162–172. https://doi-org.ezproxy.simmons.edu/10.1086/707672 

College of Information, University of North Texas. (n.d.). Professional Organizations. 

https://informationscience.unt.edu/professional-organizations 

Jaeger, P. T., & Franklin, R. E. (2007). The virtuous circle: Increasing diversity in LIS faculties to create more inclusive library 

services and outreach. Education Libraries, 30 )1), 20-26.  

Montiel-Overall, P. (2009). Cultural Competence: A conceptual framework for library and information science professionals, 

Library Quarterly 79 (2): 189–90. 

Soto, M. (2020). Professional and research associations. In M. E. David, & M. J. Amey (Eds.), The SAGE encyclopedia of higher 

education. Sage UK. 

Poole, A. H., Agosto, D., Greenberg, J., Xia Lin, & Erjia Yan. (2021). Where Do We Stand? Diversity, Equity,  

Inclusion, and Social Justice in North American Library and Information Science Education. Journal of Education for Library & 

Information Science, 62(3), 258–286. https://doi-org.ezproxy.simmons.edu/10.3138/jelis.2020-0018 

Public Library Association, Committee on Equity, Diversity, Inclusion and Social Justice. (April 7, 2017). 

http://www.ala.org/pla/about/people/committees/pla-tfedi   

 

 

https://doi-org.ezproxy.simmons.edu/10.1086/707672
https://informationscience.unt.edu/professional-organizations
https://doi-org.ezproxy.simmons.edu/10.3138/jelis.2020-0018
http://www.ala.org/pla/about/people/committees/pla-tfedi


 

85th Annual Meeting of the Association for Information Science & Technology | Oct. 29 – Nov. 1, 2022 | Pittsburgh, PA. Author(s) retain 

copyright, but ASIS&T receives an exclusive publication license. 

ASIS&T Annual Meeting 2022 195  Posters 

Rethinking Algorithmic Fairness in the Context of 
Information Access  

Udoh, Emmanuel Sebastian University at Albany, New York, USA | eudoh@albany.edu 

Yuan, Xiaojun  University at Albany, New York, USA | xyuan@albany.edu 

Rorissa, Abebe  University of Tennessee, Knoxville, USA | arorissa@utk.edu 

ABSTRACT 
The internet has revolutionized the information seeking landscape, heightening expectations that access to 

information will hasten the attainment of several of the United Nation (UN)’s sustainable development goals 

(SDGs), although digital and content divides persist and information access is demonstrably steeped in inequalities, 

partly due to underlying intricate, complex, and often opaque AI/ML algorithms. While equity in information access 

remains a long shot goal, this poster asks the fundamental question: can access to information at least be fair? And 

what exactly does algorithmic fairness mean in the context of information access? Drawing from themes in 

information search and social informatics, especially the political valence in technologies such as online decision 

and filtering algorithms, this poster aims to analyze current nuances of algorithmic fairness in order to identify those 

intricate issues that should inform and constitute any working definition and framework to study algorithmic fairness 

in the context of information access in an increasingly globalized world. 

KEYWORDS 
Algorithmic fairness, information access, algorithmic bias, fair ranking, fair recommendation system 

INTRODUCTION 
Recent advances in artificial intelligence (AI) and machine learning (ML) have thrust algorithmic fairness into the 

front burner of the discourse on algorithms and algorithmic decision systems. The new technologies tend to 

digitalize human bias and digitally redline minority demographics, people of color, disabled persons, women, older 

adults (Benjamin, 2019; Noble, 2018; Eubanks, 2016; O'Neil, 2016), and in an information access sense, the global 

south. So far, while much of the algorithmic fairness discourse strives to conceptualize or demystify the underlying 

algorithmic opacity, one recurrent theme in the discourse is the simplistic conceptualization and definition of 

fairness as the absence of intentional bias in the implementation of algorithmic decision systems and technologies 

(Mehrabi et al., 2022). In the light of new realities and novel studies on specific domains of application, it is worth 

rethinking the traditional definition of algorithmic fairness and asking whether the definition is adequate and 

appropriate across multiple domains. Unfortunately, there is not yet enough discussion about algorithmic fairness in 

the context of information access. To address the above issues, this poster addresses the Research Question: How 

should we comprehensively define and study algorithmic fairness in the context of information access? This poster 

utilized a PRISMA-style review (Moher et al., 2009) to analyze current nuances of algorithmic fairness with the goal 

of identifying those intricate issues and overlapping themes that should inform and constitute any definition of and 

framework for algorithmic fairness in the context of information access.   

METHOD 
The Web of Science, ACM Digital Library, and Academic Search Complete (Ebscohost) databases were searched 

through three rounds to unearth peer-reviewed articles written in English and relevant for the review. We searched 

predetermined keywords with the query: Information AND (retriev* OR system*) AND (search* OR engine) AND 

Fair* AND (“Information access” OR “Information Search*” OR “Information Seek*” OR “Information use*”). 

This was followed by screening of retrieved titles and abstracts, using predetermined inclusion/exclusion criteria, 

and the full text of selected articles to ensure that they met the same inclusion/exclusion criteria. Our search 

produced a list of 11, 59, and 34 results from the Web of Science, ACM Digital Library (Full-text collection), and 

the Academic Search Complete (EBSCOHOST), respectively. Four of the articles were duplicates, leaving a total of 

102 final list of non-duplicate results. The authors then screened the titles and abstracts of the final list 

independently, a process that resulted in the removal of 62 articles that were outside of the scope of this review, 

leaving only 40 articles to be subjected to further screening that produced 38 articles in our final sample.  

RESULTS 
The findings revealed at least seven themes: fairness issues involved in the discourse, fairness solutions proffered, 

technologies involved in the fairness discourse, the dimensions of fairness, metrics used to assess fairness, the 

stakeholders and persons or groups impacted by the fairness issue in question, and the implementation context.The 

first major theme is the type of fairness issue addressed. The most widely mentioned types of (un)fairness include 

bias, representational harms, misrepresentation, stereotyping, gender bias, allocational harms (Rekabseaz et. 

al.2021), and oppression. The second group of fairness issues concerns access to the desired resources and includes 
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the concepts of unfair ranking, relevance judgments, internet neutrality, digital divide, disability-based digital divide 

(Yang & Chen, 2015), content divide, inaccessibility, access to the internet (Yang & Chen, 2015), web accessibility 

for older adults (Yang & Chen, 2015), and censorship. One author (Joachims, 2021) also distinguished between 

exogenous and endogenous biases. These sub-themes are related in their common tendency to exclude some persons 

or groups or make it hard for such groups to participate in some benefits. We also found the third genre of literature 

comprising suggested models that promote algorithmic fairness: SoftRank models, Stochastic ranking, Human 

centered and Proactive search systems design that uses the implicit primary task context to model the user’s search 

intent (Koskela et al., 2018), task-based information retrieval (Koskela et al., 2018), and the CLEVER (Client-side 

EigenVector Enhanced Retrieval) search system developed at IBM (Kumar et al., 2006). In this group also belongs 

an approach based on Latent Dirichlet Allocation (LDA) for recommending tags of resources to improve search 

(Krestel et al), Cost-per-action (CPA) Equalization (Rey & Kannan, 2010), the generation of mediatory 

summarization that facilitates users’ assessments of the credibility of information they find on the web (Shibuki et 

al., 2010), and interactive retrieval model (Koskela et al., 2018). The fourth group comprises those focused on the 

technologies involved in the fairness discourse. Some of these include search engines, information retrieval systems, 

commercial platforms, library databases, social platforms, and tagging systems (Krestel et al., 2009). Other 

technologies include social bookmarking systems (Krestel et al., 2009), anchor text, hyperlinks, linear algebra, link 

analysis, and web search (Kumar et al, 2006), distributed clustering systems (Lamprier et al., 2010), web content 

indexing and ranking (Li et al., 2014), and topical crawlers (Menczer et al., 2004). While these technologies share 

fairness vulnerabilities, sometimes their peculiar environments also suggest variations in the types of (un)fairness 

possible. Our fifth literary genre addresses the metrics used to determine or evaluate algorithmic fairness. common 

fairness metrics in literature include group fairness (Rekabsaz et al., 2021), individual fairness, protected attributes 

fairness, provider group fairness, fairness relating to disability laws (Yang & Chen, 2015), expected exposure, and 

exposure allocation (Joachims, 2021). Also in this group are precision, effectiveness, recall, the level of document 

preprocessing and reproducibility (Roy et al, 2018), retrieval results fairness, website readability, and information 

quality on website (Hamwela et al., 2018). There are also articles on the probability ranking principle (Joachims, 

2021), and the cluster hypothesis that relevant documents tend to be more like each other than to non-relevant ones 

(Lamprier et al., 2010). This genre of articles manifest and share various dimensions of algorithmic fairness which 

forms the focus of our sixth literary genre comprising of articles that more explicitly mention or address the 

dimensions of algorithmic fairness discourse. Such dimensions include the legal (Joachims, 2021; Yang & Chen, 

2015), public policy, effects on the items or how rankings arbitrate exposure and thus economic opportunity, how 

the ranking systems shape incentives and the long-term effectiveness of markets (Joachims, 2021), and retrieval 

effectiveness (Lewandowski & Spree, 2011). We can also speak of individual fairness (where similar individuals are 

treated similarly) and group fairness where groups identified by sensitive or protected attributes (e.g., gender, 

ethnicity, age, etc.) are treated similarly as well. Finally, our seventh literary genre is composed of articles 

addressing the context of information access. Accordingly, the common themes include information behavior, 

information search, information seeking, information retrieval, information use, and the information user.  

  
Figure 1. Main groups of fairness concepts in the reviewed literature               Figure 2. Overlapping concepts in the reviewed literature 

Results show the following overlapping concepts and themes overlap between algorithmic fairness and information 

access: The user, fairness, access to information, barriers to information, context, bias, fairness assessment metrics, 

and information technology (See Figure 2).  

CONCLUSION 
This poster used a PRISMA literature review to assess the concepts employed by authors in the discourse on 

algorithmic fairness in relation to the domain of information access. Results indicate that current conceptualizations 

of algorithmic fairness in this domain revolve around seven literary genres. In future work, we intend to build on 

these early findings by designing a framework for comprehensively defining algorithmic fairness in the context of 

information access.  
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ABSTRACT 
Awe experiences may increase awareness of knowledge gaps and promote inquiry. However, the relationship 

between awe and exploratory behavior, such as information seeking, remains unclear. To explore awe as an 

antecedent for information seeking, participants (n = 17) were exposed to a variety of virtual reality (VR) awe 

elicitors, and their quantitative and qualitative responses were gathered. One day later, participants responded to 

follow-up questionnaires. Then, within one week, a stratified sample (n = 4) completed interviews. To determine 

which awe elicitors were the most curiosity-provoking, the study utilized descriptive statistics as well as mixed-

effects logistic regressions. The study also included interpretative phenomenological analysis of the qualitative 

laboratory responses and interview transcripts. The findings suggest that awe-inspiring VR content may be a 

valuable technique to promote intrinsic motivations for inquiry, but future design research is necessary to bridge the 

gap between intent and behavior. 

KEYWORDS 
Awe, Emotions, Learning, Information seeking behavior, Virtual reality 

INTRODUCTION 
Awe is a sense of enormity that alludes comprehension. Because awe elicitors prevent assimilation of information 

into pre-existing schema (Keltner & Haidt, 2003), this emotion may prompt exploration of the wonder in question—

whether it be a tornado, a painting, or a mathematical theory. This study explores the relationship between awe and 

curiosity as well the use of VR to foster information seeking. Although the link between awe and curiosity appears 

in both informal and formal learning environments, little empirical research has focused on how specific awe 

elicitors promote self-directed exploration. 

This preliminary study asks the following question: How, if at all, do virtual awe elicitors foster curiosity and 

exploration? 

This study provides insight into the specific qualities of VR content that activate awe, curiosity, and intentions to 

satisfy knowledge gaps. If virtual awe elicitors foster intrinsic motivation for information seeking, educators may 

find value in incorporating awe-inspiring VR content within their curricula.   

LITERATURE REVIEW 
Because of awe’s stimulus-driven processing and outward orientation (Fiedler, 2001; Keltner & Haidt, 2003; Piaget, 

1970, 1973; Shiota et al., 2007), it may be considered part of a broader group of knowledge emotions. Knowledge 

emotions are affective states involved in the knowledge acquisition process (Keltner & Shiota, 2003; Morton, 2009; 

Schindler et al., 2017). Anderson and colleagues (2020) propose that a primary function of awe is to produce 

curiosity, another knowledge emotion. Moreover, Anderson and colleagues suggest that the link between awe 

behaviors and emotional states is information seeking and learning about physical and social environments. In sum, 

there are theoretical connections between awe and curiosity but limited empirical investigation on how or if awe 

leads to exploratory behavior, such as information seeking. 

METHODS AND ANALYSIS 
In a laboratory setting, undergraduate participants (n = 17) viewed six 360° videos with a VR head-mounted display. 

These videos represented a variety of awe-inspiring qualities through topics like (1) the sun’s magnetic fields, (2) 

destruction from a hurricane, (3) a grove of mysteriously bent trees, (4) a data storage bunker, (5) the aftermath of a 

nuclear disaster, and (6) gothic boxwood sculptures. All videos (totaling 10 minutes of content) contained narration 

as well as brief contextual information. After exposure to the stimuli, participants responded to two seven-point 

scales to first determine which scenes prompted the greatest levels of awe (Shiota et al., 2007) and curiosity. As 

there are no well-validated measures for state curiosity (Litman, 2017), the study used a simple instrument that 

asked participants how curious they were about each stimulus. Then, after describing which scenes were the most 

interesting, participants reported their thoughts and questions about the elicitors and whether they had any intentions 

of searching for answers.  

Then, one day later, participants completed the same scales and responded to two qualitative prompts regarding (1) 

which thoughts or questions persisted over time and (2) whether they searched for information. Next, within one 

week of the follow-up questionnaire, a stratified sample of these participants (n = 4) completed interviews. 

mailto:urbanac@umsystem.edu
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To determine which elicitors provoked the greatest curiosity, the study utilized descriptive statistics as well as 

mixed-effects logistic regressions. To examine the qualitative responses and interview transcripts, analysis followed 

the iterative, six-step, interpretative phenomenological procedures outlined by Smith and colleagues (2009). 

FINDINGS 
Participants found the grove of mysteriously bent trees video as the most curiosity-provoking (avg. score = 6.47, SD 

= 1.06). The mixed-effects logistic regressions also suggest that the bent trees video was significantly different from 

all other videos—except the nuclear disaster video—in its ability to prompt high reports of curiosity. For example, 

participants were 34.5 times more likely to score high on feelings of curiosity from this video compared to the sun’s 

magnetic fields video. The interviews indicate that this video fostered self-diminishment—a key component of 

awe—due to its physical as well as conceptual qualities (e.g., the vastness of time and nature). Furthermore, when 

focusing on these trees, the lab and interview responses embody how a sense of mystery can capture attention. The 

video’s lack of a distinct explanation for why the trees were bent fostered this mystery. 

All participants expressed intentions to explore the awe elicitors in further detail. When asked what questions 

emerged from their viewing experience, eight of the seventeen reactions concerned the elicitors’ origins, making it 

the most prevalent response. For example, participants desired to know more about the different theories on the 

trees’ curvature.  

Prior commitments and lack of immediate relevance, however, often stymied curiosity-sating behavior. 

Additionally, feelings of awe and curiosity from the VR experience reduced on average by 7% and 4%, respectively, 

over 24 hours. As such, only six participants confirmed that they searched (via Google) for information on the awe 

elicitors. The four interviewees similarly expressed that the bent tree and boxwood sculpture videos piqued their 

curiosity, but only two searched for further information. The theme of immediate relevance also appeared for these 

two interviewees; both searched for information on the day of the laboratory session.  

When asked what would have pushed them to search for more information, the most prevalent laboratory response 

centered on greater mystery and context. Similarly, when asked what they would incorporate into VR designed to 

foster awe and curiosity, all interviewees stressed the importance of fantastical elements and drew from science 

fiction or fantasy titles.  

DISCUSSION 
Although awe-inspiring VR scenes may not always lead to information seeking, the study points to (1) how awe re-

adjusts mental schemas and (2) design considerations for educational VR content.  

The results suggest that Piaget’s (1970, 1973) notion of a need for accommodation does occur with virtual awe 

elicitors, especially through thoughts on the origins of particular stimuli. Unable to assimilate new information in 

mental schemata, the mind may reel back to the imagined creation of the elicitor. This cognitive experience echoes 

feelings of aura (Benjamin, 1935/2008), resonance and wonder (Greenblatt, 1991), or numinosity (Cameron & 

Gatewood, 2000, 2003; Latham, 2013). The viewer begins stimulus-driven processing, first diverting their attention 

to the object’s material qualities and then envisioning cultural or natural connections that produced it. 

Participants’ desires for awe-inspiring VR content with greater mystery and fantasy may also reveal qualities of awe 

as a phenomenon. Questioning the use of VR to instill awe, Schneider (2017) suggests that real-life, slow-simmer 

forms of awe provoke mystery that is “beyond schematization” (p. 105). Participants’ wishes for VR content with 

more mystery and fantasy may indicate a desire for this slow-simmer awe, which is unexplainable and perhaps more 

akin to childlike wonder. 

This study also uncovers the challenge of balancing emotionally-fueled awe experiences with didactic learning 

content. If VR designers wish to promote awe while providing learning content, they may benefit from incorporating 

suspenseful storytelling. Suspense, similar to epistemic curiosity, increases the desire to know (Ryan, 2008). 

Because suspense is a future-oriented state that motivates people to foresee possibilities, epistemic plots may foster 

goal-oriented actions like information seeking (Ryan, 2008). Furthermore, incorporating these goals into curricula 

will require immediate relevance with learning objectives.   

CONCLUSION 
This study considered VR-induced awe—a perception-expanding, epistemic state—as a tactic to increase motivation 

for information seeking. Other information researchers have tested novel tools for increasing motivation in student 

inquiry projects, such as video games (Urban, 2019) and creative nonfiction (Urban et al., 2020). This preliminary 

study’s findings suggest that awe-inspiring VR content may be another valuable technique, but future design 

research is necessary to uncover the gap between intent and behavior. 
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Are Virtual Reference Services Color and Gender 
Blind? Service Equality Revisited 
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ABSTRACT 
Following the rise of the Black Lives Matter Movement in 2020, there has been an increased focus on racial equality 

in library services, including recent modifications of the ALA Code of Ethics. Online library services may eliminate 

race-based service discrimination by obscuring the racial identity of the patron. However, racial assumptions based 

on patrons’ names can lead to online discrimination. While prior research shows mixed results, we examine if there 

is evidence of racial bias in virtual reference in American academic libraries. Initial findings based on content 

analysis of 946 responses from 255 libraries suggest that Tyrone Jackson received better service than others did.  

KEYWORDS 
Information needs, racial and gender bias, virtual reference services.  

INTRODUCTION AND BACKGROUND 
In July 2021 the American Library Association updated their code of ethics, adding a ninth principle in support of 

diversity and inclusion, which reads: 

We affirm the inherent dignity and rights of every person. We work to recognize and dismantle systemic 

and individual biases; to confront inequity and oppression; to enhance diversity and inclusion; and to 

advance racial and social justice in our libraries, communities, profession, and associations through 

awareness, advocacy, education, collaboration, services, and allocation of resources and spaces. 

Service discrimination on the basis of race or gender has been a major social concern in the face-to-face 

environment and reports on discrimination in public accommodation are not rare (Bertrand & Duflo, 2017). 

Research has shown that because computer-mediated communication decreases social cues and reduces social 

presence, it may decrease discrimination. Online discrimination may be less common also due to the ability of 

potential targets to eliminate social and group identification cues and to remain anonymous; the relative absence of 

social cues may mean greater equality of services in the virtual environment. Yet, toxic online disinhibition may 

increase behaviors that are less socially acceptable, such as harassment and trolling, and may give rise to online 

discrimination (Suler, 2004). Results from prior research on online discrimination in library services in the USA are 

mixed (Shachaf & Horowitz, 2006; Shachaf et al., 2008), and there is a lack of empirical research for over a decade. 

However, not only has recent evidence of bias in library reference practices in the UK been documented (Hamer, 

2021), evidence of bias in American public services, including public libraries, toward African Americans was 

documented (Giulietti et al., 2019). It has also been documented that gender impacts online services, where female 

are more likely to be discriminated against (Schiffrin et al., 2021). There is a need to examine if online library 

reference services are biased or equal nowadays, especially given the increased awareness of these issues among 

librarians. We aim to address the question: Are library services color and gender blind? 

METHOD 

 Week 1  Week 2  Week 3  Week 4  

First set of 

institutions  

Question 1 from 

female Caucasian  

Question 2 from female 

African American  

Question 3 from 

male Caucasian  

Question 4 from male 

African American  

Second set of 

institutions  

Question 2 from 

female Caucasian  

Question 3 from female 

African American  

Question 4 from 

male Caucasian  

Question 1 from male 

African American  

Third set of 

institutions  

Question 3 from 

female Caucasian  

Question 4 from female 

African American  

Question 1 from 

male Caucasian  

Question 2 from male 

African American  

Fourth set of 

institutions  

Question 4 from 

female Caucasian  

Question 1 from female 

African American  

Question 2 from 

male Caucasian  

Question 3 from male 

African American 

Table 1. Counter balanced method of email requests 

We designed and received IRB approval to conduct an unobtrusive study to determine whether email reference 

services provide equivalent service to different ethnic and gender groups when salience of diversity is not an 

obvious factor, and when all other factors are constant. A 2 by 2 experimental design, using scenarios of information 
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needs, was conducted, manipulating user’s gender and ethnicity (Table 1). The experimental feature of the study is 

that the requests that were emailed to 255 academic libraries in the USA differed only in the implicit ethnicity of the 

user involved in the scenarios, as indicated by the user’s name. We have used four versions of each request; each 

version of the request represented one ethnic (African American/Caucasian) by gender (Female/Male) group. Each 

targeted library received a version of the same request, but with a different user name, indicating a different gender 

and ethnicity, using the counterbalanced method. This method is particularly important when attitude and behavior 

variability are measured on sensitive variables, such as ethnicity, because service providers may monitor their 

discriminatory behavior more closely if they believe the study is related to gender, race, or ethnicity (Bushman & 

Bonacci, 2004). Thus, the use of names perceived to be of a particular ethnicity is a common method to examine 

possible bias (Bertrand & Mullainathan, 2004) and specifically in virtual reference services by librarians (Hamer, 

2021; Shachaf et al., 2008). The names used were Emily Baker (female Caucasian), Latoya Jones (female African 

American), Todd Kelly (male Caucasian), and Tyrone Jackson (male African American). 

The questions sent were as follows: 

1. Dissertation query: Can you tell me the title of [name]'s dissertation? [They] finished [their] degree at 

[institution name] in [year]. Do you have it in your library? How can I obtain a copy of this dissertation?  

2. Sports team query: How did [sports team name] become the name for [institution name]'s sports teams? 

Can you refer me to a book or article that discusses it?  

3. Population query: Could you tell me the population of [institution's city name] in 1963 and 1993?  

4. Policy query: Can I use the computer at the library if I’m not a student? 

Data collection occurred in February-March 2022, and 946 email replies were coded in Nvivo. Automated replies 

were not included in data analysis. Responses were coded using a modified version of Shachaf et al.’s (2008) 

codebook and included: Answered Yes/No; Asks Question; Closing; Complete Yes/No; Follow Up; Further 

Response; Greeting; Name; Policy Explanation; Referral; and Show of Interest.  

FINDINGS 
As can be seen in Table 2, we found that Latoya Jones had the highest response rate. She also received the highest 

amount of follow-up responses, as indicated by “# of Replies Total”. However, Tyrone Jackson also received a 

higher response rate than either Emily Baker or Todd Kelly. Tyrone Jackson had the highest percentage of 

Answered: Yes, as well as the highest percentage of Complete Answer. However, given that a high number of the 

responses that did not contain an answer (Answered: No) and many of the incomplete answers were in response to 

the population query, which was not sent by Tyrone, this is not surprising. We excluded the population query in 

week 4 in order to preserve the integrity of the study, as we learned that some libraries were communicating on a 

listserv in an attempt to answer this challenging question.  

 Emily Baker  Latoya Jones  Todd Kelly  Tyrone Jackson  

Greeting  203 (82.5%) 217 (78.9%) 196 (81.7%) 158 (85.4%) 

Answered: Yes 202 (92.2%)  215 (91.9%)  195 (92.0%)  165 (97.6%)  

Complete Answer 62 (42.8%)  70 (45.2%)  58 (40.3%)  57 (53.3%)  

# of Libraries Responding 219 (85.9%) 234 (91.8%) 212 (83.1%) 169 (88.5%) 

Total # of Replies 246 275 240 185 

Table 2. Code frequency (and percent of answers) by name 

While the initial findings are mixed, further analysis is needed to determine if these differences are significant, and 

to determine if an examination of the answers by question type may yield additional insights.   

DISCUSSION AND CONCLUSION 
Now more than ever before it is important to examine if online library services are equal, especially as more services 

are provided online, driven by the COVID-19 lockdown, and more awareness to equality is brought to the front, 

driven by the Black Lives Matter movement and the addition to the ALA Code of Ethics. Our mixed findings can be 

explained in light of the study limitations (the population question was more challenging than we had planned), the 

changing times (increased awareness on one hand and increased reliance on online interactions on the other), and 

theories of computer mediated communication (dual manifestations of online disinhibitions, benign and toxic. 

However, only further analysis can shed light on service equality on the basis of gender and race, in online reference 

services, that are provided by academic libraries in the USA.  
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ABSTRACT 
This study explores the social factors that may impact individuals’ evaluation process of pandemic-related 

misinformation through a socio-cognitive lens. We conducted eight semi-structured interviews to collect data from 

individuals. Content analysis was guided by framework analysis of the interview transcripts. The social factors 

revealed in the study are social identity, social groups, social authorities, social spaces, social media, and social 

algorithms. These factors work together and isolate individuals from heterogeneous information. Social identity may 

decide other factors; correspondingly, the information filtered by social groups, authorities, spaces, media, and 

algorithms reinforces individuals’ social identity. The tendency may reinforce bias on pandemic information and put 

people at risk. The research may provide an implication to information platforms to reconsider their algorithm 

designs and a direction for information literacy training programs to break the deficit assumption on individuals.  

KEYWORDS 
Misinformation; COVID-19; Information practices; Information world 

INTRODUCTION 
Pandemic misinformation is incorrect or inaccurate information related to the COVID-19 pandemic regardless of 

intent (Gabarron et al., 2021). The World Health Organization (WHO) indicated that the prevalence of COVID-19 is 

accompanied by misinformation (WHO, 2020). Widely spread misinformation may exacerbate the pandemic, put 

people at risk, and threaten democracy (Ali, 2020; Hansson et al., 2021; Islam et al., 2020).  

Understanding what factors may impact individuals’ perceptions of pandemic misinformation is essential to reduce 

its negative outcomes. Pandemic misinformation studies usually emphasize individuals’ health or/and information 

literacy impacted by the principle of autonomy, a paradigm that encourages citizens to take individual 

responsibilities for their health (Morley et al., 2020). However, information phenomena are embedded in social, 

organizational, and professional contexts (Hartel, 2019). This study focuses on how the surrounding environment 

can create barriers for an individual to identify pandemic misinformation. The researchers explore the following 

questions: 1) What social factors may impact individuals’ evaluation process of pandemic-related misinformation? 

2) How may social factors impact individuals’ evaluation process of pandemic-related misinformation? 

METHODOLOGY 
This exploratory study adopts a qualitative research design since individuals’ perception of pandemic 

misinformation is heavily impacted by their various backgrounds. Eight participants were recruited by convenience 

and snowball sampling. All the participants are above 18 years old and currently living in Columbia, SC, USA. Four 

participants are native-born US citizens, and the other four were born in China. 

The semi-structured interviews were conducted in person between March and May 2022. The interviews include 

two main parts: the context of pandemic misinformation exposure and participants’ evaluation process of pandemic 

misinformation. Participants could decide if they wanted to use pseudonyms. The interviews were audio-recorded 

and transcribed verbatim with participants’ permission. We developed the initial codebook by inductive content 

analysis using NVivo. At first, we separately read the transcripts, highlighted the sentences related to the research 

questions, and extracted keywords from participants’ statements. Then, we compared the highlights and the 

keywords, classified the keywords, and created codes together. We defined each code by the transcripts and exiting 

literatures to resolve the coding discrepancies. The coding process was ongoing during data collection, which lasted 

about three months.  

FINDINGS AND DISCUSSION 
Pandemic Misinformation Evaluation  
Participants used various strategies to evaluate the pandemic information. They tended to verify the suspicious 

information with different information resources. Embodied experiences play an important role in the evaluation 

process. For example, Yuting followed a diet suggestion that claimed it would strengthen people’s immune system 

but eventually found it was misinformation. Participants considered costs and benefits when facing pandemic 

information: “There’s a lot of tools that you can use to do this, but they take more time than it’s worth” (Katie). 
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Making a Cocoon 
Social Identity as a Starting Point  
Participants hold specific social identities when interacting with pandemic information. They defined themselves 

and other people by nationality, region, political affiliation, religious affiliation, personal belief, and social status. 

These social identities profoundly impact their choices of social groups, social authorities, social spaces, and social 

media. When talking about news, Ollie said, “Like news sources that are generally considered more conservative, 

then I generally would be more skeptical. That probably, you know, is my own bias.” The participants born in China 

but living in Columbia acquired pandemic information from Chinese media; as Hannah said, “I just feel it is easy for 

me to understand and read.” 

Spinning: The Flow of Pandemic Information 
Pandemic information flows to an individual from different directions. Social group members are essential pandemic 

information resources: Stacy heard pandemic misinformation from her grandparents, Joey heard it from co-workers, 

etc. Pandemic information also directly comes from social authorities; a typical example is news about the 

pandemic or government statements. Social spaces facilitate access to pandemic information, increasing both 

opportunities and risks. Adrienne’s workspace provided them free access to the New York Times; meanwhile, Joey 

encountered misinformation in her lab. Social media are another primary pandemic information source; however, 

participants critiqued them as lacking evidence (Adrienne) and profit-oriented (Hannah).  

These factors often create intertwined scenarios for pandemic information flow instead of working separately. 

Adrienne indicated that their partner listened to a lot of podcasts and read a lot of news during the pandemic, so they 

would ask for pandemic information from them. In this scenario, pandemic information flowed from social groups 

to social media and social authorities. Joey’s colleagues showed her misinforming TikTok videos when she went to 

her lab after getting vaccinated. In this example, pandemic misinformation was flowing to her via her social group 

using social media in a social space. A potential underlying issue identified in our analysis is that the information 

flowing within these social dynamics might tend to be homogenous rather than heterogeneous since individuals 

construct information worlds based on their social identity, which may create a consensus among people in the 

information flow circle (e.g., Chatman, 1991; Granovetter, 1973). 

Social Algorithms, The Last Layer 
What was clear in our interviews is that participants’ interactions with pandemic information was deeply intertwined 

with the Internet, leaving the space for algorithms to control information flow. “I’m not sure you’re familiar with 

TikTok, if you watch one video on that topic, then it just gives you more about the same topic, so you can keep 

watching it. It’s like constantly they pushing you with all the information, like, the bad part of the technology” 

(Joey). Social algorithms tailor pandemic information to participants based on their social identity, which might be 

reflected by their interaction with social groups, authorities, spaces, and social media. When participants clicked a 

New York Times link, liked the speech of Dr. Fauci, or shared statements from the Centers for Disease Control and 

Prevention or the World Health Organization, the social algorithms automatically decreased the priority of or even 

filtered information from news sources that opposed these perspectives. Social algorithms may relieve people from 

information overload but also create filter bubbles to isolate us from different opinions. They work with social 

groups, social authorities, social spaces, and social media, tightening the cocoon for an individual to limit the 

heterogeneous information flow in one’s information world.  

CONCLUSION 
Individuals may try to verify pandemic information using various literacies and strategies when they think it is 

necessary. However, the resources they relied on may be determined by their social identities. Information literacy 

training usually emphasizes checking personal biases. Biases, however, can be invisible when we live in a world 

fulling of heterogeneous information filtered algorithms. Therefore, information literacy training programs will be 

more effective if they include training about social algorithms and how social decisions affect what information one 

is fed online. In a perfect world, information delivered through social media platforms and search engines might be 

reconsidered and used to empower the user rather than making decisions for them based on fragments of 

individuals’ social identities. As COVID continues, misinformation about the pandemic will likely continue to be 

prevalent. This pilot study may raise more attention to social factors in pandemic misinformation research. The 

research might lack universality due to the sample size and sampling techniques. Future studies can recruit 

participants from a wider variety of backgrounds to explore more social factors impacting misinformation 

evaluation. Quantitative studies also can be conducted to verify the influence of the discussed factors on individual 

misinformation evaluation practices.  
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ABSTRACT 
Pre-adoption expectations often serve as an implicit reference point in users’ evaluation of information systems and 

are closely associated with their goals of interactions, behaviors, and overall satisfaction. Previous studies have 

involved simulated user expectation as a feature in user modeling to model biased search actions. However, there is 

still little direct evidence revealing the relationships between users’ expectations and their actual search behaviors. 

To address the gap, we collected 448 query sessions from participants in a controlled-lab user expectation study and 

gathered direct query-level feedback on their expected information gains (e.g., number of useful pages) and expected 

search efforts (e.g., clicks and dwell time) under each query. To our knowledge, this is the first attempt to explicitly 

examine the connections between different aspects of in-situ search expectations and user behaviors. Findings on 

user expectation advance our understanding of users’ search decision-making and evaluation strategies and will also 

facilitate the design and evaluation of expectation-aware user models, metrics, and IR systems. 

KEYWORDS 
User search expectation; Interactive information retrieval; Web search; User cognitive bias  

INTRODUCTION 
With growing research in cognitive psychology and behavioral economics, investigating the cognitive bias is 

attracting tremendous attention to users’ search behaviors in information retrieval (Azzopardi, 2021; Gomroki, 

Behzadi, Fattahi, & Salehi Fadardi, 2021; Lau & Coiera, 2007; White, 2013). Users estimate possible information 

gain/cost based on existing gain/cost and make the decision to maintain an optimal rate of gain and cost instead of 

pursuing the highest gain (Kahneman, 2003; Pirolli & Card, 1999; Tversky & Kahneman, 2019). In this process, 

users’ expectation can represent their estimation and perception of gain and cost, help them form reference points, 

and affect their decision in information seeking (Abeler, Falk, Goette, & Huffman, 2011; Backus, Blake, Masterov, 

& Tadelis, 2022, 2017; Brown & Liu, 2022; Cox & Fisher, 2009; Kahneman, 2003; Liu & Han, 2020). Thus, their 

expectations create cognitive bias and lead to biased results in user modeling and evaluation. Previous studies have 

been engaged in modeling users’ behaviors under influence of their expectations (N. Chen, Zhang, & Sakai, 2022; 

Moffat, Bailey, Scholer, & Thomas, 2017). However, there is little direct evidence showing relationships between 

users’ expectations and actual search behaviors. Therefore, we conducted a user study to collect direct evidence 

about users’ in-situ expectations regarding information gains and search efforts and their associated search behaviors 

at query level. This poster presents late-breaking results of our study, aiming to answer following research question: 

RQ: What are the relationships between users’ in-situ query level expectations and their actual search behaviors? 

METHOD 
To answer the RQ, we conducted a user study to collect data on both search interactions and users’ explicit feedback 

on their expectations in each query segment. This user study assigned predefined complex search tasks of four types 

to 60 participants (undergraduate students from a U.S. research university). We adopted the four journalism tasks 

applied in previous studies and recruited participants not from the journalism major to control prior experience in 

these task types. The four task types include copy editing, story pitching, relationship, and interview preparation 

(Liu, Mitsui, Belkin, & Shah, 2019). These tasks have been scientifically demonstrated to be beneficial for 

motivating multi-round search interactions and regulating the possible impacts of a variety of contextual factors  

(Cole, Hendahewa, Belkin, & Shah, 2015; Li & Belkin, 2008). In addition, we chose two uncommon topics (1. 

coelacanth, 2. methane clathrates and global warming) to further control the possible variation in topic familiarity, as 

neither topic is likely to be familiar to our participant pool. When the participants submit a query, they are asked to 

complete a quick survey about their expectations of information gains and search efforts before browsing the 

retrieved documents. Survey questions are listed in Table 1. Here we define the expectation as users’ perceived gain 

(e.g., useful pages) and cost (e.g., spending time) in each query segment. Besides their expectation labels, we also 

collected search behavioral data under each query for which user expectation feedback was collected. The behaviors 

include clicking, usefulness annotation, and spending/dwell time. The behavioral data is collected through a browser 

extension based on an open-source user study toolkit (J. Chen et al., 2021) with essential modifications for this 

study. After the data collection, we examined the normality of data distribution and chose statistical tests 

accordingly to find the associations between their expectations and actual behaviors. We further visualized the 
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distributions of their expectations and behaviors and implemented a locally weighted linear regression (Loess) 

(Atkeson, Moore, & Schaal, 1997) to investigate the impacts of expectations on their search behaviors. 

Expectation type Question 

Useful pages How many useful pages do you expect to find? (Numeric) 

Clicking results How many results do you expect to click before obtaining the expected number of useful pages? (Numeric) 

Spending/dwell 

time on content 

pages 

How much time do you expect to spend on this search? (Ordinal) 

• fewer than 30 s (I can find the useful result instantly) 

• 30 s to 1.5 min (I can find the useful result quickly after inspecting it) 

• 1.5 min to 3 min (I need some time to read the results, but it won’t take so long.) 

• 3 min to 5 min (I need some time to read the results.) 

• more than 5 min (I need more time to read the results carefully.) 

Table 1. Pre-query questionnaire about expectations 

RESULTS 
As the result of the user study, we recruited 60 undergraduates as participants and collected 448 queries with 

expectation feedback on search gains and efforts and search behavioral data. The distributions of users’ expectations 

are shown in Figure 1 as grey bars. Overall, multiple aspects of user expectations are positively correlated with 

users’ behaviors of finding useful pages, clicks, and dwell time, and Spearman’s rank coefficients are 0.203, 0.280, 

and 0.333 with p < 0.01, respectively. The positive correlations demonstrate that users with high expectations also 

have similar levels and trends in search behaviors to match their pre-search expectations. The blue line in Figure 1 

represents the average values of search behaviors with a 95% confidence interval error bar. In general, the value of 

users’ search behaviors increases with higher expectation values. However, when the expectations reach a point, 

there is a high variation in users’ actual behaviors, and their behaviors may not increase accordingly. This 

inconsistency is also indicated by the red line, which is the result of Loess. Loess fits the behavior trends in different 

subranges of expectations. The trend is more linear when the number of expected useful pages is lower than three, 

the number of expected clicks is lower than six, or the expected spending time is high than 1.5 minutes. For the 

useful pages and clicks, when the expectations are higher than these values (for the spending time, when the 

expectation is lower than 1.5 minutes), the trends become flat because of the less correlation between their high 

expectations and high variance of behaviors. Although users have high expectations (expectations of high numbers 

of useful pages, clicks, and low spending time), they may not have compatible behaviors to match their expectations. 

This inconsistency reflects users’ bounded rationality (e.g., optimism bias) in estimating their gain and cost in Web 

search. The heterogeneity in expectation-behavior correlations across varying ranges would not have been revealed 

without collecting explicit feedback and labels on in-situ search expectations in our user study.  

   

 

(a) (b) (c)  

Figure 1. Relationships between users’ expectations and actual search behaviors 

CONCLUSION 
To investigate reference dependence and pave the way toward comprehensively studying cognitive biases in IR, we 

conducted a user study to collect data about user search expectations and actual behaviors in Web searching, 

including finding useful information, clicks, and dwell time on pages. The results indicate that users’ pre-search 

expectations generally tend to be conservative (e.g., less than three expected useful pages and higher expected 

spending time) and that their expectations are positively correlated with their actual behaviors in general. 

Furthermore, the trends of their behaviors are more linear until users have high expectations (high number of useful 

pages, clicks, or low dwell time). However, when users have higher expectations, their behaviors may deviate from 

their pre-search expectations, leading to expectation disconfirmation scenarios in search and evaluation. These 

results can help us better understand users’ search behaviors with the knowledge of their expectations and explore 

the impacts of implicit reference points and other cognitive biases. Future work can further examine the 

relationships between users’ expectations and other factors, such as the search intention, emotional state, and query 

formulation strategies, and incorporate the knowledge about search expectations into user-centered IR evaluation. 
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ABSTRACT 
Text mining is a research method that uses interdisciplinary techniques to identify patterns and trends in 

unstructured data and can be used to detect research trends and developments in various fields. Thus, this study 

attempts to identify research trends in the issue of privacy concern (PC), focusing on the differences between the 

first two decades of the 21st century. This is done by applying an automated textual analysis tool (Voyant Tools) on 

a vast corpora of academic papers conducted on this field. We found that while the first examined decade of PC 

research focused on commerce and marketing issues, there was much more research emphasis on the social 

dimension of privacy in the second decade. This difference was explained by the technological developments that 

were prominent in the respective decades. The research provided support for the use of textual analysis of academic 

literature as a tool to identify research trends in various fields, including technologically-oriented fields.  

KEYWORDS 
Privacy concern, textual analysis, Voyant Tools, comparative study, research trends.   

INTRODUCTION 
Text mining is a research method based on a variety of techniques, originating in the fields of statistics, machine 

learning and linguistics. Text mining makes use of interdisciplinary techniques to identify patterns and trends in 

unstructured data, mostly textual. The goal of text mining is "to be able to process large textual data to extract "high 

quality" information, which will be helpful for providing insights into specific scenario to which the text mining is 

being applied" (Ryan et al., 2014, p. 4). This method also aids the analytical examination of academic papers 

(Miller, 2018). Tu and Hsu (2016) surveyed the different uses of text mining in research and applied some of its 

features in their own research, such as using collections of words to gather data, calculating similarities between 

articles and identifying keywords. They concluded that text mining can be used to detect research trends and 

developments in many fields. For example: Hung (2012) used text mining to examine research trends in academic 

papers written about distant learning; another research used this method to detect trends in papers about cancer 

(Spasić et al., 2014); drug use (Chou et al., 2020); and even about waste recycling (Garechana, 2015).  

The notion of privacy is a main research subject in various fields, such as philosophy, law, sociology and 

psychology. Studies that investigated the public attitudes towards privacy, found that users are concerned about 

preserving their personal privacy (Paine et al., 2007; Wills & Zeljkovic, 2011). Thus, privacy concern (PC) is a 

major research sub-theme within the general research about user information (Dinev & Hart, 2005; Paine et al., 

2007; Wills & Zeljkovic, 2011). Fornaciari (2014) examined the evolution of the term "privacy," while using 

framing and textual analysis techniques applied to American news sources. Yun et al. (2019) studied the research 

development on personal information privacy, by conducting interviews and content analysis. In addition, Del 

Alamo et al. (2022) used natural language processing (NLP) methods to analyze privacy policies. Yet, not many 

papers have used text mining to investigate the issue of PC using automatic textual analysis tools. This research will 

strive to identify research trends in the issue of PC, while focusing on the differences between two decades: 2000-

2009 and 2010-2019. This will be done by using an automatic textual analysis tool (Voyant Tools). The paper 

addresses whether there are differences in the themes discussed in the academic papers written about PC, between 

the first and second decades of the 21st century, and if so, how are these differences manifested?  

METHODS 
The research applies a textual analysis research method, based on an automatic tool: Voyant Tools 

(http://voyanttools.org/). This is a free, web-based tool, used for text analysis and. Researchers use this tool to 

analyze various digital texts, which can be uploaded from external files or web pages, or copied directly into the tool 

(Welsch, 2014). For the purposes of analysis, two corpora were created consisting of the 50 most cited papers in 

Web of Science database (as for June 2020), with at least 50 citations, relating to "privacy concern," published 

between the years 2000 and 2019:  

A. 25 most cited PC academic papers, published between 2000 and 2009. 

B. 25 most cited PC academic papers, published between 2010 and 2019.  

The two comparative decades will be referred to throughout the paper as: P1 (2000-2009) and P2 (2010-2019). To 

refine the list to papers dealing directly with the themes discussed in this study, the search was limited to the title 
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field only, using the keywords: "privacy concern*." The two corpora were uploaded to the automatic analysis tool 

separately and the output was analyzed in the findings section below. Then, a comparison was conducted between 

them. Notably, after the file upload, terms that did not reflect the content of the papers were filtered out, e.g. et al., 

http, serial numbers and stop words (the, a, to, etc.). Also, the terms "privacy" and "concern" (including variations, 

such as "concerns") were filtered out from the PC word frequency list. In addition, as there was no limit on the paper 

length, there might be bias in the word frequency, due to the possible preference of long papers (containing more 

words than others). 

RESULTS 
We examined the differences between the PC research papers that were published in the first (P1) and second (P2) 

decades of the 21st century. Interestingly, the term "social" claimed the second place in the P2 word frequency list, 

while positioned only at the 14th place in the P1 list. Another prominent difference is the placement of the terms 

"consumers", "marketing," and "consumer," positioned at the eighth, ninth and tenth places of the P1 word 

frequency list, while only found around the 60th and 90th places of the P2 list. Table 1 presents the most frequent 

terms in the PC academic papers that were published between the years 2000-2009 and 2010-2019.  

 2000-2009 2010-2019 

Rank Term No. of occurrences Term No. of occurrences 

1 information 2,540 information 2,949 

2 online 1,026 social 1,425 

3 internet 991 research 1,032 

4 use 809 online 1,007 

5 personal 792 personal 968 

6 users 650 data 951 

7 research 643 use 939 

8 consumers 603 trust 835 

9 marketing 583 self 807 

10 consumer 579 model 782 

Total  9,216  11,695 

Table 1. Most frequent terms in the PC academic papers that were published  

between the years 2000-2009 and 2010-2019 

As for relations between terms, the automatic tool did not detect any significant correlations between the terms 

found in the PC P1 word frequency list. However, significant correlations were found in the P2 list between the 

term: "research" and several other terms, such as "personal" (r=0.30, p<0.001), "data" (r=0.26, p<0.001), and 

"behavior" (r=0.21, p<0.01). Notably, many of those terms were among the most frequent terms in this decade's 

word frequency list.   

CONCLUSIONS 
This paper attempted to identify research trends in the issue of privacy concern. This was done by using an 

automated textual analysis tool (Voyant Tools) that was used to compare two decades of research: 2000-2009 and 

2010-2019. The interest in personal privacy is growing over the years and it seems that the academic literature is 

aligned with this trend. As found by Yun et al. (2019), we noticed that in the first decade of the 21st century there 

was a much more emphasis on PC in commerce (probably electronic), while in the second decade there is more 

focus on the social dimension. This can be explained by the vast emergence of social networks (e.g. Facebook) in 

the first decade of the 21st century and the research that was conducted about them in the following decade. 

Accordingly, the research on commerce and marketing in the first decade may be explained by the dramatic increase 

of the use in electronic commerce in this decade and several years before. Thus, it is safe to say that textual analysis 

of academic literature may be used as an efficient tool to identify research trends in various fields. The automatic 

textual analysis tool has proven its value for the digital humanities research, however it should be used sensibly and 

sparingly as a complementary tool in a broad research. In addition, it seems that additional tools should be used for 

textual and content analysis in order to obtain clearer and more comprehensive examination of the subject matter. 

Finally, future research may apply a smaller breakdown of research periods (e.g. every five years) for gaining more 

accurate and punctual insights regarding research trends. 
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ABSTRACT 
In the first phase of a larger research project exploring the information practices of contract academic staff, a review 

of the wider literature around academic casualization was conducted. This research begins to address the need for 

greater understanding of the experiences of these workers in the information-intensive environments of higher 

education. A scoping review methodology was applied, and both academic and grey literature from multiple 

disciplines was reviewed. The literature points to casualization in academia as a growing phenomenon that has 

important consequences for staff, students, and universities themselves. This poster discusses the initial themes 

emerging from the literature, including: the precarity and marginalization of academic staff, the unrecognized 

emotional labor shaping information practices, and the impacts of multiple temporalities on the work, careers, and 

lives of such staff. The findings suggest the need for empirical research to address the lack of knowledge around the 

information environments of contract academics and set the stage for the next phases of the research project. 

KEYWORDS 
casualization, precarity, information practices, information marginalization, academic staff 

INTRODUCTION 
Contract academic staff (CAS) make vital contributions to teaching and research in higher education, yet their 

working conditions are challenging and increasingly precarious (Kezar et al., 2019; Zheng, 2018). While academic 

work is complex and information-intensive, requiring specialized knowledge, skills, and supports (Willson, 2018). 

academics on short-term contracts face added difficulties, often feeling insecure, undervalued, undercompensated, 

and prevented from working at full capacity (e.g., Birdsell Bauer, 2018; Brady & Briody, 2016; Foster & Birdsell 

Bauer, 2018; Jolley et al., 2013). Frequently marginalized within universities (e.g., Lopes & Dewan, 2014; Willson, 

2016), CAS often lack the workplace information required to carry out day-to-day activities and advance their 

careers (Dolan, 2011; Kezar, 2013). Increasingly relied upon by universities to teach (al-Gharbi, 2020), the COVID-
19 pandemic has intensified disparities and uncertainty for CAS (e.g., CAUT, 2020; Tenure for the Common Good, 

2020). Because of the importance of this issue, for both staff and their institutions, the literature in this area is broad, 

including academic dialogues, personal narratives, and disciplinary discussions in the academic and grey literature. 

However, because of the wide-ranging discussions and the relative lack of empirical research into the experiences of 

CAS themselves, much remains unclear about of the information experiences of CAS. 

METHODOLOGY AND METHODS 
To build understanding around the experiences and information practices (IP) of contract academic staff (CAS) (also 

known also as adjunct, contingent, part-time faculty, casual academics, sessionals, etc.), the first phase of a larger 

research project involved a scoping literature review (Arksey & O’Malley, 2005). A search strategy was developed 

by the research team and carried out in a wide selection of scholarly databases (Scopus, Academic Search Complete, 

ProQuest Research Library, Web of Science Core Collection, ProQuest Dissertations & Theses, LISA, LISTA, 

Worldwide Political Science Abstracts, ERIC, JSTOR, International Bibliography of the Social Sciences, and 

EconLit), Google News, and through searching of various online grey literature sources. Backward and forward 

citation tracking was also used, and searching was completed once the team agreed that a saturation point had been 

reached. Documents from English-language academic (2000-present) and grey (the past 10 years) literatures, from 

the United States, Canada, the United Kingdom, New Zealand, Ireland, and Australia, which discussed topics and 

trends related to the experiences of CAS and casualization and precarity in academia were selected for review. A 

total of 223 documents were included in the scoping review, which included journal, magazine and newspaper 

articles, conference proceedings, books, reports, and doctoral dissertations. The following research questions guided 

this review: 1) What are the experiences and information environments of CAS as described in both scholarly and 

grey literatures? 2) How do CAS and academic institutions interact and share information? 

PRELIMINARY FINDINGS  
This poster presents initial findings from the review of selected documents, to better understand the discourses 

around and information experiences of contract academic staff. 
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Precarity and Uncertainty Lead to Information Marginalization 
The literature around CAS reinforces views of precarity as something that is differentially experienced (e.g., Rose, 

2020), dehumanizing (Mason & Megoran, 2021), and self-perpetuating (Schofield, 2022). The uncertainty CAS 

experience centers around not only work contracts, but also roles, status within departments, how to find 

information, and career development, making professional (and personal) planning incredibly difficulty (Loveday, 

2018; Willson & Julien, 2020). The complex and intersecting realities of many CAS suggest the need to engage 

approaches such as information marginalization (Gibson & Martin, 2019) and information precarity (Stewart-

Robertson, 2022) which highlight the systemic and institutional processes (e.g., Willson, 2018, 2019) inhibiting 

access to information and leading to marginalization. Furthermore, the differentially experienced conditions 

described in the literature suggest the need to conceptualize precarity in IP as not only tied to particular work 

circumstances but as interconnected with gender, race, ability, and wider economic and political forces. 

Emotional Labor Complicates Information Practices 
The literature points to both the emotional labor involved in the work of CAS and the emotional impacts of such 

precarious work as often suppressed or neglected. CAS have been seen as providing considerable undocumented 

emotional labor through student contact time and support (Lopes & Dewan, 2014) and in masking their contingent 

status from students (Read & Leathwood, 2020). Elsewhere, universities have been seen as repressing, ignoring, or 

commodifying the emotional labor required of CAS (Gannon et al., 2015), and the inability of institutions to meet 

the emotional and information needs of these staff has been suggested as linked to lack of belonging, isolation, and 

marginalization (e.g., Leigh, 2014; Ryan, 2017). CAS may thus be unable to receive or effectively provide the 

affective information often involved in carrying out their roles while also expending considerable emotional energy 

to manage the stress, anxiety, and depression often resulting from their work (e.g., Reevy & Deason, 2014). Despite 

noted links between specific IP (e.g., information avoidance or non-use) and affective experiences (e.g., Willson & 

Given, 2020), further research is needed to better understand how increased and underrecognized emotional labor 

may shape the ability of CAS to deal with their complex information environments. 

Time as an Important Contextual Factor 
In the literature reviewed, several documents suggest CAS face a variety of temporal realities that are often 

incongruous with the traditional duties of academics. A lack of time, both for teaching preparation and research 

activities (e.g., Ivancheva, 2015), an inability to plan for or even anticipate the future, on personal, professional, and 

financial levels (e.g., Lopes & Dewar, 2014; Mason & Megoran, 2021), and fears around running out of time and 

falling into a perpetual cycle of part-time roles (Roy et al., 2021), have been suggested. Furthermore, pressures of 

time have been seen as particularly impactful for CAS with disabilities (e.g., Butler-Rees & Robinson, 2020). These 

findings suggest the need for research addressing the impacts of different temporal realities, and the employed 

tactics for negotiating those temporalities, on the IP of CAS. Furthermore, while time has been acknowledged as 

important to the context of IP (Savolainen, 2006), and the need to recognize multiple understandings of time in IP 

(e.g., at individual, social, and project levels) has been noted (McKenzie & Davies, 2015, 2021), little research in the 

area has addressed temporality. 

Large Gaps Remain in Our Understanding  
Despite their complex information needs, the wider literature lacks discussions of the IP-related activities of CAS, 

such as information seeking, sharing, creation, or use. Preferences for (e.g., Loh, 2004) and circumstances which 

require (e.g., Langan & Morton, 2009; Mapes, 2019) seeking of information through informal, social sources have 

been noted. Yet, for some CAS, even these sources were seen as unavailable (e.g., Mason & Megoran, 2021) or 

challenging to identify (Willson & Julien, 2020), creating more isolation from important workplace information. 

Additionally, direct discussion of official policies and documents involved in interactions between CAS and higher 

education institutions is rare, and detailed information from institutions about their contract appointments is often 

lacking (Brownlee, 2015). While this may result from a need for greater transparency (Gelman et al., 2022) 

surrounding the hiring and inclusion of CAS, further research around the types of information conveyed (or missing) 

could suggest opportunities for better supporting the information needs of this group. 

CONCLUSION 
While casualization in academia is a growing issue and the surrounding literature is broad, many documents 

reviewed were largely conceptual and relatively few focused directly on the perspectives of those most directly 

affected. Additionally, despite the complex and disparate information environments of academic workers, 

understanding of the IP of CAS is quite limited. In particular, the relationships between IP and conditions of 

precarity, unseen emotional labor, and multiple temporalities seem crucial areas for further exploration. To further 

understand the current experiences of CAS, subsequent phases of this research project will involve quantitative and 

qualitative analysis of social media postings and in-depth, semi-structured interviews with both CAS and university 

department chairs. 
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ABSTRACT 
Stakeholders from academia, industry, funding agencies, and scholarly publishing are increasingly investing in open 

data partially in the hope that it will democratize science and promote more diverse data reuse. However, fewer 

studies examine how unconventional communities outside academia and industry use open data. Through an 

investigative digital ethnography, I observed the data practices of anthropogenic climate change (ACC) skeptics, 

specifically how they discuss, evaluate, and reuse open data. This poster focuses on the knowledge infrastructure 

that affords the data practices of ACC skeptics. I argue that ACC skeptics are building a parasitic knowledge 

infrastructure on the back of the climate science knowledge infrastructure it often seeks to discredit. Understanding 

the infrastructure that supports skeptics’ data reuse can inform how we design policies and infrastructure to actualize 

open data’s promises while minimizing its perils.  

KEYWORDS 
Data practices; knowledge infrastructures; open science; climate science; climate change skepticism  

INTRODUCTION 
One of the purported promises of the open data movement is its democratizing potential, affording people outside of 

orthodox research communities the ability to take advantage of data (Baack, 2015; Cavalier & Kennedy, 2016; 

Espinosa et al., 2014; Nielsen, 2011; Ricker et al., 2020; Zuiderwijk & Janssen, 2014). Open data activists envision 

data allowing individuals to generate their own knowledge representing a “democratization of information” (Baack, 

2015). Citizen groups like the Anti-Eviction Mapping Project and the Mapping Police Violence Database use open 

government data to support the needs of the traditionally marginalized (Anti-Eviction Mapping Project, 2021; 

Mapping Police Violence, 2021). Tech-savvy unconventional data reusers view their activities in their communities 

as philanthropic endeavors (Kassen, 2021). 

However, open data supporting the traditionally marginalized is not guaranteed, nor is it the only eventuality. Those 

with the most privilege and power are more likely to take advantage of open data, reinforcing extant hegemonic 

structures (Mirowski, 2018). Even if open data facilitates broader and more diverse data reuse, this can sometimes 

result in misuse or misinterpretation. For instance, local governments and private companies frequently misuse 

climate data in determining their financial climate-related risk (Fiedler et al., 2021). In another example, Lee et al. 

showed that anti-maskers use orthodox visualization techniques on open government data to support their 

unorthodox beliefs of removing mask mandates (Lee et al., 2021).  

Broadly, unconventional data reusers could include citizen scientists, students, conspiracy theorists, community 

organizers, activists, teachers, and many more. Understanding how these data reusers leverage open data is essential 

to inform infrastructural development and support appropriate unconventional data reuse. The poster is based on an 

investigative digital ethnography of a single group of unconventional data reusers—ACC skeptics—examining their 

data practices, specifically how they discuss, evaluate, and reuse open climate data. The artifacts are the knowledge 

they construct from the data in the trimmings of scholarly discourse, including statistics, figures, graphics, and other 

computational models. Following conventional digital ethnography methods, I account for the infrastructures that 

afford this data reuse (Pink et al., 2015). I contextualize these as knowledge infrastructures that are “robust networks 

of people, artifacts, and institutions that generate, share, and maintain specific knowledge about the human and 

natural worlds” (Edwards, 2010).  

METHODS 
Through an investigative digital ethnography, I qualitatively traced how open data travels through the ACC 

skepticism community and becomes “knowledge,” following cascades of documents. Investigative digital 

ethnography combines the search for specific information or actors with longer-term observation (Friedberg, 2020). 

This methodology draws on various works on digital ethnography to understand how artifacts move through online 

communities (Donovan, 2019; Lewis & Marwick, 2017; Pink et al., 2015). 

I used “deep lurking,” which draws on Clifford Geertz’s concept of “deep hanging out,” to participate by observing 

and systematically documenting the data practices of this community (Geertz, 1998; Lee et al., 2021). The units of 

analysis are data from repositories and the “knowledge artifacts” skeptics produce from those data. These 

knowledge artifacts include graphs, statistics, tables, charts, maps, computational models, code, and more. Because 
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of the nature of digital media, I collected data with an added focus on the knowledge infrastructure that supports the 

data reuse (Pink et al., 2015).  

I began by identifying relevant publications, social media platforms, organizations, and influencers to define an 

ACC skepticism knowledge infrastructure. The preliminary list seeded my initial monitoring environment for 

various social media platforms. I then engaged with platform affordances, viewing, liking, and reposting content to 

influence recommendation algorithms. The recommendation algorithms offered new accounts to follow through 

algorithmic-assisted snowball sampling. 

For my monitoring strategy, I began each observation period deep lurking on social media platforms. I archived 

these web pages if open data were discussed or reused. If these posts linked to blogs or organizations that mentioned 

open data, those web pages were archived. I observed the community for 75 hours from September 2021 through 

November 2021, archiving the relevant web pages and taking 15 pages of memos. All documents were uploaded 

into NVivo for qualitative coding. I synthesized themes across my data using grounded theory (Glaser & Strauss, 

1967) adapted for social media analysis (Postill & Pink, 2012), inductively coding the data for emergent themes. 

These themes were then coded into higher-level concepts, constructing theories grounded in the data (Charmaz, 

2014). I analyzed 125 files consisting of 2,867 pages of text over 67 hours with 19 pages of memos.  

FINDINGS  
I propose that ACC skeptics are building a parasitic knowledge infrastructure upon the back of the mainstream 

climate science knowledge infrastructure. A parasitic knowledge infrastructure generates, shares, and maintains its 

knowledge using components of another knowledge infrastructure while simultaneously weakening that 

infrastructure it relies upon. The “hypertransparency [of] open data, open code, commodity software tools, and 

alternative publication venues” allows skeptics to selectively use these components where feasible and advantageous 

(Edwards, 2019, p. 21). The digital ethnography shows that the parasitic knowledge infrastructure relies on open 

climate science data and tools to produce much of their “knowledge.” For instance, ACC skeptics use global 

temperature data from NASA and NOAA to attempt to disprove the very temperature trends these agencies publish.  

The parasitic knowledge infrastructure utilizes mainstream tools when they provide affordances that skeptics cannot 

replicate. For instance, the World Meteorological Organization’s KNMI Climate Explorer allows users to investigate 

various climate data, including time series, model scenario runs, and more. KNMI is only mentioned as an available 

tool to visualize climate model scenario runs. This is an affordance that skeptical and agnostic tools do not offer. 

When suggesting tools to explore time series data, skeptics mention their alternatives rather than the KNMI Climate 

Explorer. Their devices more easily show data trends that support skeptical conclusions than mainstream tools. 

Many sites provide resource lists of mainstream climate science data, tools, and organizations alongside their 

skeptical counterparts, presented as equally legitimate. 

Where infrastructural components are not available but could prove beneficial for their goals, skeptics critique the 

infrastructure for its lack of transparency. One skeptic explains that while National Centers for Environmental 

Information published a paper on how the Global Historical Climatology Network (GHCN) dataset is processed, the 

code used for data processing is held “specifically by the US government that we cannot test externally [or] even 

replicate it.” He concludes that the code must be made public to understand how the GHCN is calculated. In other 

instances, alternative infrastructural components are created to mimic mainstream climate science to maximize its 

perceived legitimacy. For example, one skeptical organization calls its lists of world temperature datasets, a data 

repository, and its weekly newsletter a journal.  

This parasitic knowledge infrastructure masquerades as a trustworthy knowledge infrastructure trying to spread its 

knowledge in the trappings of scholarly discourse. As we open more components of knowledge infrastructures to the 

public, parasitic infrastructures are more likely to arise. How do we deal with the largely unavoidable misuse of 

open data? Is the misuse significant enough to address through changes in open science policies or the design of 

infrastructural components, such as data repositories? 

CONCLUSION 
The ACC skeptics’ data practices are made possible through their parasitic knowledge infrastructure built on the 

back of the mainstream climate science knowledge infrastructure. The parasitic knowledge infrastructure gains 

strength from the mainstream knowledge infrastructure’s increased openness. ACC skeptics’ data practices call into 

question the often uninterrogated assumption that open data is a universal and democratizing social good. We need a 

more comprehensive picture of what open data leads to in practice and how various groups, including 

unconventional communities, reuse data. This picture can inform how we should design open data policy and 

infrastructure to actualize open data’s promises while minimizing its perils.  
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ABSTRACT 
Clubhouse is an audio-based social media platform launched in March 2020. In this platform, users create chat 

rooms for discussions around a topic of their choice. Organizers of these discussions can decide which listener in the 

room to be given the right to speak. To explore their experiences of persuading others and of being persuaded in 

Clubhouse discussions, we interviewed 16 Clubhouse users. One’s credibility is important to the perceived 

persuasiveness of one’s argument. In Clubhouse, one may establish their credibility through their profile pages 

where they introduce themselves such as their backgrounds, experiences, affiliations, passions, etc. Hence, our 

interviews also probed whether speakers’ profile pages are used to check their credibility.  

KEYWORDS 
Persuasion, Clubhouse, credibility 

INTRODUCTION 
People engage in complex social interactions in social media nowadays (Dey et al., 2017; Nguyen, Dabbish, & 

Kiesler, 2015). One of such interactions is persuasion, commonly considered as “human communication that is 

designed to influence others by modifying their beliefs, values, or attitudes” (Simons, 1976, p.21). A lot of research 

has been conducted to understand the processes and mechanisms in online persuasion, e.g., to explore the linguistic 

indicators that signify an online message’s perceived persuasiveness (Tan et al., 2016), or the types of persuasion 

strategies applied in the message (Chen, Xiao, & Mao, 2021). The contextual factors in online communication are 

also found to influence the perceived persuasiveness of a comment, e.g., how committed one is to their view 

(Mensah, Xiao, & Soundarajan, 2019), the entry order of the comments (Xiao & Khazaei, 2019), and the 

interactions among the participants (Jo et al., 2018). These studies are contextualized in text-based social media.  

In March 2020, Clubhouse, an audio-based social media platform, was launched. Although the application was not 

available to non-iOS operating systems till May 2021 and the participation is by invitation only, Clubhouse has 

gained popularity quickly in social media use. It allows users to organize a chat room about a topic and invite people 

to join the room or make it open to any Clubhouse user. In such a chat room, participants are invited to speak to the 

room by the host through audios as opposed to text-based chats. Clubhouse users in general take one or more of the 

three roles in a chat room: listener, speaker, and organizer. These features of Clubhouse make it a platform for 

developing business (Medvedenko & Neusikhin, 2021). Researchers also find that Clubhouse helps people establish 

social relationships through voice communications (Jung et al., 2022). In addition, prior studies suggest that online 

environment affects the persuasion strategies and persuasion power in communication (Guadagno & Cialdini, 2002). 

These studies imply that online persuasion happens in Clubhouse and its processes and mechanisms may differ from 

the persuasion in text-based social media environments. Yet, to our best knowledge, there hasn’t been an online 

persuasion study in the context of audio-based social media such as Clubhouse.  

As a step to address this research gap, we conducted a semi-structured interview study to understand people’s 

experiences in Clubhouse chat rooms, specifically their experiences of persuading others and being persuaded. Also, 

the credibility of the author is found to be important in the perceived persuasive power of the statement (Murphy, 

2001). In Clubhouse, one may establish their credibility through their profile pages where they introduce themselves 

such as their backgrounds, experiences, affiliations, passions, etc. Hence, our interviews also probed whether 

speakers’ profile pages are used to check their credibility.  

INTERVIEW STUDY – DATA COLLECTION 
Through the combination of the researchers’ social network and the advertisement in social media, we recruited 

seven female and nine male Clubhouse users. All provided their informed consent before the interview and received 

compensation afterwards. Their age ranges from 19 to 39. Eight interviewees are from China, four from India, and 

four from USA. There are eight graduate students, three just graduated from college, one will start his/her college 

education in the fall, and four college students. Participants used various social media tools for online discussion and 

the three most mentioned tools are Instagram, Facebook, and Weibo (a Chinese social media platform).  In terms of 

the Clubhouse role, most of them have only been a listener. One was mainly a speaker, and one has played all three 

roles. The interviews were conducted in Zoom lasting from 25 to 70 minutes with the average being 40 minutes. 
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FINDINGS 
Persuasion and Being Persuaded – Experiences in Clubhouse 
Half of the interviewees said they recalled being persuaded when they used Clubhouse. The responses suggest that 

in Clubhouse one potentially high persuasion power for the discussion is that multiple or many people share their 

similar personal experiences. For instance, interviewee #16 said, “But having heard stories of all these people who 

are actually making it, or even failing in it, but still giving it, still not giving up and still trying and trying to do as 

much as they could, that did make me think a lot that ...”. In addition, by having people of different regions to be 

together and talk about the related geopolitical issues, this has created a space for people to better understand and be 

persuaded. Interviewee #3 said, “at that time the room has about 3000 people and there are young adults from 

mainland China and Taiwan, many people probably has changed how to view the Taiwan issue in that night.”.  

Another persuasion power from the discussion is at the affective level. Interviewee # 14 explained how she/he felt 

being persuaded – “I was scared to watch the show ... But because I entered the room and I talked to a lot of people 

regarding it, it kind of helped me just enjoy the show and learn more about it”. 

Only three interviewees said that they had tried to persuade others in Clubhouse. They mainly shared their personal 

experiences as a strategy to convince the others – interviewee # 14 said, “I shared my personal experience about the 

shows. And I was like, you know, if you watch this genre, it's not always about love stories... So basically, I 

encourage the person or maybe I can say I persuaded the person to watch gay dramas and to enjoy them in a certain 

way”. The rest interviewees commented that they did not have the persuasion experiences in Clubhouse because 

they were only listeners.  

Speakers’ profile pages for credibility check 
Seven interviewees said they often checked the speakers’ profiles, but their reasons of doing so vary. Feeling that 

this is important information that helps them check the speakers’ credibility, interviewee #4 said, “I want to know 

this speaker’s background and the level of domain knowledge. This helps me judge whether what the person said is 

believable or not”. Interviewee # 14 also commented that – “when I started talking to this person, I made sure that 

whatever he's written in his profile actually matched to what he thought that his opinions actually match”.  

Interestingly, interviewee #7 stated that as Clubhouse collects less personal information compared to the other social 

media platforms, it is hard for him to form a mental image of the speaker without checking their profiles. The other 

two reasons are to connect with the speaker and to satisfy one’s curiosity about the speaker.  Interestingly, 

interviewee #12 said while he does not check the speakers’ profiles, he does check the room organizers’ profiles – 

“(I check) how many followers are there, how many (they are) following so I see their neighbors in Graph theory” 

and he uses that information to help decide whether he should join that chat room.    

When asked whether and how they would verify the information in people’s profiles, all said they do not do so 

except interviewees #3, #14, and #16. Interviewee #3 did not give the reason of doing so. Interviewee #16’s action 

seemed to be more driven by his curiosity to know the person than to check if the provided information is true or not 

– “if they've given their Instagram handle every they've given their LinkedIn ID, I probably go there …, just go 

through whatever they have done”.    

Ten interviewees said it doesn’t matter to them if the speakers do not have information on their profile pages. Most 

of them do not think the content of the profile is relevant to them and they care more about what speakers say. For 

example, Interviewee#5 states, “I actually think it's fine, because if you know, it's rare, but if the presenter he clicks 

in, and he's like, his profile is empty, but he's saying something that I think makes a lot of sense that's fine, I don't 

really mind”. However, six interviewees said the content on the speakers’ profile pages matter to them because the 

content helps them evaluate the speaker’s credibility or decide whether the speaker is an interesting person to listen 

to. Interviewee#10 said that “I would tend to maybe give less credit to what they're saying if you know, sort of a 

more anonymous looking profile page”. Interviewee#12 thinks that profile pages matter to him because he needs to 

see the description to decide whether he wants to listen to that speaker.  

CONCLUSION 
We explore people’s experiences of persuading others and being persuaded by others in Clubhouse. We also probe 

whether people use speakers’ profile pages to check their credibility. Our findings suggest that people mainly use 

their personal stories as a persuasion strategy. Voice is effective for establishing social relationships bringing in 

more interactivity and intimacy (Jung et al., 2022). Compared to text-based online discussions, there are two special 

aspects about the persuasion mechanisms in Clubhouse discussions. First, as the platform allows many people to be 

present, an argument may be perceived stronger when many share similar experiences. Second, the presence of 

many people and their verbal support can add an affective aspect to the persuasion.  
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ABSTRACT 
This study investigated performance, usability, and user experience with Rayyan, a systematic review (SR) tool. A 

remote usability inspection was conducted via the institutional Zoom platform. Each participant was randomly 

assigned to two groups and completed two citation screening sessions independently. Data were collected through 

pre- and post-test questionnaires, screening sessions, and Systems Usability Scale (SUS) surveys. Thirteen 

participants completed the study. We found significant accuracy difference between Web Rayyan and its mobile app 

(t(12)=1.877 p=.042), but no statistically sequential effect on screening performance. The average SUS scores of 

both Rayyan versions were below 68. More participants (77%) preferred Web Rayyan to the mobile app. The mobile 

Rayyan has potential if its user interface design can prevent errors or allow easy action reversal. As the first 

controlled experiment investigating both Web and mobile Rayyan, this study provides empirical evidence to guide 

the design, development, and selection of SR tools. 

KEYWORDS 
Usability, Performance, User experience, Rayyan, Systematic Reviews 

INTRODUCTION 
Playing a vital role in evidence-based decision making, systematic reviews (SRs) help identify available evidence 

for a specific research question through comprehensive literature search, citation screening, evidence evaluation, and 

result synthesizing. However, conducting an SR is time- and labor- intensive, especially the citation screening 

process (Wang, Sharmin, Wang, & Yu, 2021). A variety of applications have been developed to support or expedite 

SRs and many are embedded artificial intelligence (AI) features. However, the performance and usability of these 

SR tools lack validation and evaluation, which potentially prohibit their adoption. 

Rayyan (https://www.rayyan.ai/) is a free SR application developed to facilitate collaborative citation screening. 

With built-in machine learning and AI, Rayyan developers aim to reduce screening time and workload. Although 

two studies previously tested and validated Rayyan AI algorithms (Olofsson et al. 2017; Ouzzani et al. 2016), no 

formal controlled user experiment has been conducted on Rayyan. This study was designed to investigate the 

performance, usability, and user experience with Rayyan of both Web and Mobile versions in a controlled 

experiment.  

METHODS 
A remote usability inspection was conducted via our institutional Zoom platform. Participants were recruited from 

the User Interface Design class and all students were trained for user interface (UI) design principles and evaluation 

prior to this study. Participants were randomly assigned to two groups and each group completed two screening 

sessions with the same number of citations (i.e., 25). In Session 1, Group 1 participants used the Web Rayyan on 

their computers while Group 2 participants used Rayyan mobile app pre-loaded to their phones. After finishing the 

first session, Group 1 proceeded to screen with Rayyan mobile app in Session 2 while Group 2 used the Web 

Rayyan. Although the citations for screening in each session have the same number, but records were different.  

Data were collected through (1) a pre-test questionnaire for participants demographics, (2) screen session logs in 

Rayyan application (time & screening decisions), (3) System Usability Scale (SUS) surveys (Sauro, n.d.), and (4) a 

post-test survey and discussion for user experience. Quantitative data analysis was performed using IBM SPSS 

statistics and major themes were summarized from participants’ comments and discussion. 

RESULTS 
A total of 13 participants completed the usability inspection entirely. Seven of them were 18-24 years old (YR), 4 

were 25-34 YR, and 2 were 45-54 YR.  Eleven participants are native English speakers and 2 are not. Ten 

participants did not have any SR experience and never used an SR tool, but 3 of them conducted less than 3 SRs 

previously. No participants have used Rayyan prior to this study. 

Performance  
There was no sequential effect on all performance metrics (time, accuracy, recall, and precision) between Session 1 

and 2 (p >.05). In addition, there was no difference in time, recall, and precision between Web Rayyan and the 

https://sciwheel.com/work/citation?ids=11656324&pre=&suf=&sa=0&dbf=0
https://sciwheel.com/work/citation?ids=5747127,3049690&pre=&pre=&suf=&suf=&sa=0,0&dbf=0&dbf=0
https://sciwheel.com/work/citation?ids=13049467&pre=&suf=&sa=0&dbf=0


 

ASIS&T Annual Meeting 2022 224  Posters 

mobile app (p >.05) (Table 1). However, there was statistical difference in accuracy between Web Rayyan (mean 

=.59, std = .23) and mobile app (mean =.66, std = .19) at one-sided (t(12)=1.877 p=.042). 

Metrics Session 1 (m, std) Session 2 (m, std) Web (m, std) Mobile (m, std) 

Time 13.85, 6.85 10.92, 5.69 12.69, 6.56 12.08, 6.38 

Accuracy 0.63, 0.24 0.61, 0.19 0.59, 0.23 0.66, 0.19 

Recall 0.46, 0.52 0.77, 0.44 0.54, 0.52 0.69, 0.48 

Precision 0.10, 0.15 0.07, 0.05 0.058, 0.07 0.11, 0.14 

Table 1. Performance Measurement (m = mean; std = standard deviation) 

Usability 
The average SUS scores of Web Rayyan and mobile app were 63.85 (std = 15.5) and 56.73 (std = 23.04) 

respectively. Paired t-tests show the SUS scores of Statement 1 (“I think that I would like to use this system 

frequently”) and Statement 3 (“I thought the system was easy to use”) have statistical difference between Web 

Rayyan and the mobile app (p<.05). However, no other statement responses associated with the two Rayyan 

versions were statistically different (P>.05). 

User Experience 
Ten participants preferred Web Rayyan to the mobile app while 3 preferred the mobile app. Similarly, 9 out of 13 

participants would choose Rayyan in the future for an SR while 2 chose “Maybe” and 1 “No.” The positive user 

experience with Web Rayyan included “Easier to read and distinguish between items,” “more familiar with the 

format,” and “the interface was more natural” while participants also liked the mobile app for being “quicker to 

screen articles,” “easier to navigate,”, and “easier to read text.” The major negativity associated with the mobile app 

was that “easily selecting the wrong decision,” and “accidently clicked on the wrong button.” 

DISCUSSION 
Although the participants have varied demographic characteristics, within-subject comparison (Session 1 vs. 2; Web 

vs. Mobile) shows that (1) user performance was not affected by the sequence of which Rayyan version to use first, 

and screening with the mobile app produced slightly higher accuracy than with Web Rayyan. (2) Neither the SUS 

average scores of Web (63.85) nor the mobile app (56.73) was above 68, a benchmark SUS score (Sauro, n.d.). (3) 

The majority of participants preferred Web Rayyan to the mobile app due to ease to use. Nevertheless, the mobile 

Rayyan has great potential if its UI design can be improved by implementing error-prevention or allowing users to 

easily reverse actions and correct mistakes.  

This study has a couple of limitations. First, the participants included students at different academic levels. Although 

the majority (70%) were graduate or doctoral students, undergraduates were also included (30%), who are usually 

less likely to perform a SR study. Second, this usability inspection took place remotely. Variables that could impact 

online user performance and experience such as internet speed, devices, operation systems, and web browsers were 

not explored in this project, but warrant future studies.  

CONCLUSION 
This is the first controlled experiment exploring the difference of an SR application’s Web and mobile versions 

regarding performance, usability, and user experience. It provides empirical evidence to guide the design, 

development, and selection of SR tools. 
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ABSTRACT 
The study explores the use of COVID-19 related apps for contact tracing deployed in New York State (NYS). The 

project seeks to understand potential differences in perception, adoption, or privacy concerns among racial and 

ethnic populations and across age groups. Using the Antecedent-Privacy Concerns-Outcomes (APCO) framework 

and the perceived usefulness construct, this study explores factors influencing the individual level adoption of these 

apps. Data collected from 120 Amazon Mechanical Turkers located in NYS was analyzed. The results indicate that 

race and gender are important factors to consider in expanding the Antecedent-Privacy Concerns-Outcomes (APCO) 

framework. Specifically, race impacted the perception of the seriousness of the pandemic, with Asians and Black 

being serious about the pandemic. Age played a role in privacy and security concerns. The youngest group of 

respondents, aged 18-24, did not have many privacy and security concerns about mobile apps. These results 

provided empirical results and evidence that can contribute to the expansion of the APCO model and help further the 

model's development. 

KEYWORDS 
Contact tracing; Privacy concerns; Perceived usefulness; Mobile applications; COVID-19  

INTRODUCTION 
Many countries resorted to and mandated contact tracing apps to help mitigate the spread of COVID-19. Despite the 

varying public policy efforts, these tracking apps have not been fully effective due to public concerns over data 

privacy (Russo et al., 2021). Major concerns included questions about the usefulness of the apps and the privacy of 

the individual data, which can affect mass acceptance (Akinbi, Forshaw, & Blinkhorn 2021). Contact tracing has 

been employed in extraordinary ways to mitigate the transmission of infectious diseases (Fairchild et al., 2020; 

Wacksman, 2021). Throughout the pandemic, contact tracing emerged as a fundamental mitigation strategy to 

minimize the spread of COVID-19. A key challenge to the effective use of such apps relates to social policies that 

determine an individual's autonomy to participate. Cultural differences and social norms often govern citizens' 

choice to adopt and use these apps. The New York public health officials and healthcare providers were hit fast, with 

the most significant spike in cases and subsequent deaths between late March through early May 2020 (Rothfeld et 

al., 2020; New York Times, 2020). This led to a public health initiative responding to the COVID-19 public health 

emergency. Test & Trace Corps (2022) began on June 1, 2020, as a coordinated effort of doctors, public health 

professionals, and community advocates to contain the transmission of COVID-19 in NYC 

(NYChealthandhospitals.org). The COVID Alert NY mobile application was launched by New York State in 2021 

and worked alongside the Exposure Notification (launched by Google and Apple). The important societal issues 

resulting from this study on the increased use of contact tracing devices and other technologies include the perceived 

usefulness of mobile apps for COVID-19 mitigation and privacy and security concerns. Furthermore, this study 

focuses on racial and ethnic minority population groups who may be more reluctant to adopt and, therefore, not 

participate in mobile application mitigation strategies. 

THEORETICAL FRAMEWORK 
Using the Antecedent-Privacy Concerns-Outcomes (APCO) framework (Figure 1) (Polites & Karahanna, 2013) and 

the perceived usefulness construct, this study explores what factors influence the individual level adoption of these 

apps. Also, we investigate what factors influence the individual level privacy of COVID-19 mobile applications by 

including a more comprehensive set of demographic considerations such as race/ethnicity, income, age, education, 

and political affiliations. Additionally, because the technology is related to the pandemic, we included questions 

about trust and awareness regarding the pandemic and contact tracing.  The following research questions (RQs) were 

used to examine these factors: RQ1: How does the perceived usefulness of mobile apps for COVID-19 contact 

tracing differ by race and age? RQ2: How do privacy and security concerns influence the adoption of COVID-19-

related mobile apps? Are there differences by race and age? 

METHODOLOGY 
A survey was administered via Amazon Mechanical Turk to explore the perceived usefulness perceptions of NYS 

mobile apps for COVID-19 and privacy and security concerns of the technologies used. We first recruited 120 
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Turkers located in New York State to answer this survey. In the survey, Turkers were shown pictures of the mobile 

apps (COVID Alert NY and Exposure Notification) and then asked a series of questions regarding the apps. 

 
Figure 1. The Antecedent-Privacy Concerns-Outcomes (APCO) framework (Polites & Karahanna, 2013) 

RESULTS AND DISCUSSION 
There was an equal distribution of male and female respondents, with one person identifying as transmasculine and 

one who preferred not to identify their gender. Nearly 73% of the respondents self-identified as White, 12.5% Asian, 

11% African American or Black, 6% other. Additionally, 15% of respondents also identified as Hispanic or Latino, 

where all participants were asked about their race and their Hispanic ethnicity. Most of the respondents were 

between the ages of 25 and 44 (68%). Most respondents had at least a bachelor's degree (74%). Over half of the 

respondents supported the democratic party in handling COVID (52%), 20% supported the republican party in 

handling the pandemic, and 18% did not support any party. Others did not know in terms of political identity; half of 

them identified as democratic, nearly a quarter of respondents identified as independent, and 20% of them identified 

as republican. A small number of respondents identified as something else politically, and others did not know their 

political identity. Among 119 respondents who reported their annual income from the last 12 months, a bit over 10% 

responded that their income was less than $25,000. 

Results show that the seriousness in which the pandemic was perceived varied by race, with Asian and Black 

respondents indicate more serious perception. Individual perceptions about the pandemic were asked to establish a 

baseline related to risk perception that may relate to overall trust and privacy concerns regarding technologies used 

primarily to mitigate the pandemic. Other questions were asked to directly identify how individuals perceive contact 

tracing and contact tracing mobile applications. The perceived helpfulness of contact tracing to minimize the risk 

from COVID and the perceived usefulness of contact tracing mobile applications are closely aligned by race. While 

the perceived helpfulness ranged from neutral to helpful, respondents saw the most benefits from using the contact 

tracing applications hovered mostly around neutral for each race and across different activities, such as work, 

education, and recreation. It may relate to the fact that the COVID-19 outbreak was first in Wuhan, China, and that 

Black/African American populations in the US have been disproportionately affected (in terms of infection and 

mortality) since the first outbreak. 

With respect to privacy concerns, Asian respondents indicate less privacy concerns with use of the contact tracing 

mobile application, where Black respondents indicated more privacy concerns with the mobile app. Populations 

outside of Asian, Black or White, indicate privacy concerns causing them to change the permissions of the apps they 

download to their mobile devices. The responses show more significant variation based on age. The youngest age 

group, 18 to 24, showed the least willingness to use the contact tracing mobile app, even if it was mandatory to use. 

Concern about privacy and security was more likely to prevent respondents aged 25 - 44 from using contact tracing 

apps. 

CONCLUSION 
This study examined the perceived usefulness of the NY contact tracing apps and related privacy concerns of users. 

Our preliminary results indicate that race and age impacted the perception of mobile apps and the privacy and 

security concerns of users. Regarding privacy concerns, race and age may play a role. Asian respondents indicate 

more minor privacy concerns with the contact tracing mobile application than those Black respondents. Populations 

outside of Asian, Black, or White claimed that they changed the permission of mobile apps because of privacy 

concerns. In terms of age, the youngest age group (18–24-year-old) should be paid special attention since they are 

more likely to change permissions of the apps, and their privacy perceptions of mobile apps would prevent their use 

of a mobile app. 
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ABSTRACT 
Data science (DS) programs have grown to address the workforce demand in an increasingly data-driven society. 

Given that DS is highly interdisciplinary and individual institutions have various academic structures, creating a new 

DS program needs to consider many factors. This poster details the process of how to create an undergraduate DS 

minor program with considerations of the following key questions: (1) What is the general background of DS 

education landscape and iSchools? (2) What is the institutional context of DS education, i.e., what are gaps in the 

institutional DS education? How does the proposed program fit in and distinguish itself from other DS programs on 

campus? (3) How to navigate the DS approval process with multiple DS programs on campus? This work will help 

those who plan to create and revise a DS program that benefits students and fits in the broad DS education landscape 

and their own institution.  

KEYWORDS 
Data Science Education; Data Science; Information Science; iSchool 

INTRODUCTION 
Data are everywhere and have become part of our daily life and work. Private sectors, government agencies, and 

research, academic, and cultural heritage institutions have all been major players in this emerging data economy and 

culture, as they share and consume massive amounts of data. Directly relevant to the research communities and 

academic institutions, Open science and data sharing is becoming the future of scientific research (Gewin, 2016). As 

the needs of a data-driven society are growing and evolving rapidly, there is a shortage of workers skilled in dealing 

with data challenges. In response to these needs, data-related academic programs have been developed by various 

disciplines and units. A recent systematic review of data science education programs shows that disciplines and units 

such as Mathematics and Statistics, Computer Science, Business, and Library and Information Science (LIS) are the 

leading disciplines/units offering such programs. Some institutions are offering an interdisciplinary data science and 

education program (Wu, 2019).  

The purpose of this poster is to share the process of developing an undergraduate minor in DS at an iSchool that fills 

the gaps in the existing curriculum in an institution with existing DS programs offered by other disciplines. The 

process, considerations, and lessons learned would be helpful for other iSchools to create DS programs that make 

unique contributions in their institutional context and benefit students across disciplines.  

APPROACH AND PROCESS 
This DS minor is created through a collaborative approach and based on a systematic data collection, review, and 

analysis of the following sources: (1) data education curriculum and programs from multiple perspectives: unit, 

disciplinary, institutional, and professional; (2) data education literature and best practices; (3) the job market to 

identify key areas of knowledge and skills; and (4) data processing and management standards and practices.  

Background of the DS Education Landscape and iSchools 
DS is multi- and interdisciplinary in nature (Cao, 2017; Raban & Gordon, 2020). Many disciplines have started to 

establish a disciplinary identity in the DS research and education landscape, including LIS (Shah et al., 2021; Virkus 

& Garoufallou, 2019, 2020). Our analysis of DS job advertisements found 200+ subject domain areas in the degree 

requirement specifications, reflecting market need for a broad range of DS education programs at all levels. To 

address DS education in the iField, iSchools Organization established two curriculum committees: iSchools Data 

Science Curriculum Committee (iDSCC, 2019-2021), with core DS curriculum recommendations (iDSCC, 2019a, 

2019b, 2020, 2021), and iSchools Digital Humanities Curriculum Committee (iDHCC, 2019-2021), with core DH 

curriculum recommendations (Walsh & Zeng, 2021; Walsh et al., 2021).  

Institutional Context of DS Education 
We have conducted a detailed analysis of existing DS curriculum in [the institution name] to address the following 

two questions: (1) What are gaps in DS education at our institution? (2) How does this proposed program fit in and 

distinguish itself from other DS programs on campus? As the result of such analysis, we concluded that the major 

foci and emphases of current DS offerings are in two areas: (a) data analytics in respective disciplinary contexts, and 

(b) mathematical, statistical, and computational approaches to data science. We identified the major gaps that an 
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iSchool program can address for a holistic understanding of data with the following program learning outcomes for 

students to mainly study the tools and theories dealing with data to obtain the following knowledge and abilities: 

• Explain the role and impact of data on people and society as well as the interdisciplinary and disciplinary 

nature of data science.  

• Describe the information science approach to data in an applied area.  

• Recognize various stages of data in the data lifecycle and what each stage entails. 

• Obtain basic knowledge and skills associated with various stages of the data lifecycle. 

• Identify and describe data standards, principles, and best practices for collecting, curating, preserving, and 

making data more accessible, discoverable, retrievable, and usable.  

• Describe research data management challenges and opportunities in archives, academic and public 

libraries, and public life.  

• Develop the skills to create actionable data management plans to support sustainable projects.  

• Identify and describe issues and best practices in the creation, management, curation, access, and reuse of 

research data.  

• Discuss human-centered, ethical, and contextual considerations of data. 

A detailed description of the curriculum for the program will be presented during the poster session.  

Lessons Learned and Recommendations 
It took three years from the initial conception to the final approval of the DS program at [institution name]. Many 

lessons have been learned in building the curriculum and obtaining support from other disciplines/units on campus. 

It has been a very challenging and daunting process to deal with DS politics as more disciplines and academic units 

are offering DS programs. Throughout the process, we have met and articulated our values to institutional 

administrators, colleagues, prospective employers, and students alike about what and how this program 

complements and distinguishes itself from other existing DS programs while contributing to the broader DS 

education spectrum and career opportunities for students from various disciplines. Details will be shared at the 

poster session.  

CONCLUSION 
While the interdisciplinary nature of DS offers great opportunities for iSchools to develop programs that uniquely 

contribute to the broader DS education landscape, an institutional context is also important to consider and deal with 

when building an iSchool DS program to co-exist and complement to other DS programs on campus. This poster 

presents a detailed case study of such a process and approaches that will be helpful to other iSchools to navigate the 

process.  
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ABSTRACT 
In the new era, the analysis of academic journal evaluation methods and the comprehensive comparison of the 

advantages, disadvantages, and stability of different methods can help to provide some reference for academic 

journal evaluation. In this study, single model evaluation was carried out for 6 weighting methods without 

comprehensive evaluation value, and fuzzy comprehensive evaluation is performed on the results passing the 

nonparametric test. Based on the evaluation, BP neural network is introduced, and BP neural network evaluation 

model is established. The results show that the fuzzy Borda evaluation can integrate the evaluation value and 

evaluation order of single models, and has higher accuracy compared with single evaluation models. The prediction 

rate of the network model based on the gradient descent optimization algorithm can reach more than 80%, and the 

weights obtained from the continuous self-learning of the neural network training set can reduce the subjectivity and 

mutual interference between indicators.  

KEYWORDS 
Academic evaluation; Evaluation method; Artificial neural network; Fuzzy comprehensive evaluation 

INTRODUCTION 
Journal evaluation theory has a long history. the emergence of Samuel Clement Bradford's law of document 

dispersion (1934) and Eugene Garfield's citation law (1969) in the last century drives many scholars to focus on the 

development of journals, and the research on academic journal evaluation indexes and evaluation methods has been 

on a linear rise, including proposing new indexes, such as the e index (Zhang, 2009), the htop index (Yu et al., 2018); 

constructing new models, such as Ivanovic (2012) proposed an extended CERIF data model; proposing new 

methods, such as objective weighting based on the coefficient of variation method  (Amiri et al., 2011), entropy 

method to calculate weights(Kumar et al., 2021), index difficulty assignment(Zhou et al., 2010), TOPSIS method to 

calculate the ideal closeness (Krohling et al., 2015), etc. However, there are often differences in the weights 

obtained from the evaluation methods of academic journals, which can also have an impact on the scientific validity 

of the evaluation results, based on which this study explores how different methods can be better combined in the 

evaluation work and poses the following questions: First, what is the relationship between the weights obtained by 

different objective weighting methods? Second, is comprehensive evaluation more advantageous than single 

evaluation? Third, can the powerful mapping ability of BP neural networks be used in academic evaluation? 

Method 
The journals studied in this paper are 359 academic journals in the subject category of "Economics" included in 

JCR, starting from three perspectives: article impact, dissemination, and innovation, and the academic journal 

citation indexes of highly recognized are obtained from JCR, Google Scholar, and Scopus. The data values of 

alternative metrics of economics journals were obtained through Altmetric Explorer (Priem & Costello, 2010), 

totaling 155,618 items. The frontier research themes were obtained from the Research Frontiers jointly published by 

Clarivate and the Chinese Academy of Sciences, and all the papers published in international economics journals in 

the past five years were downloaded, totaling 104,776 items. The similarity between the keywords of the two parts 

of the frontier topic and the topic of the journal paper was calculated using the method of word overlap (calculated 

as Jaccard coefficient) to obtain the innovation index of journal papers. (The indicators are shown in Figure 1). 

In addition, the BP neural network model is constructed from the model structure and the weight threshold. A 

hidden layer is designed, whose neurons in the input layer are the evaluation indexes. The number of neurons in the 

output layer is the number of evaluation results, and the number of neurons in the hidden layer is determined to be 5 

according to the empirical formula method and the trial-and-error method. The journal data are randomly divided 

into two groups according to the ratio of 8:2, and the maximum number of iterations is set to 500 to construct a 

single hidden layer BP network of 22-5-1. 
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Empirical Analysis 
The six tested objective weighting methods are used to assign the evaluation index weights, and the fuzzy 

comprehensive evaluation method is used to integrate the results. The asymptotic significance of the Kendall 

coordination coefficient test is 0.000, which is less than 0.05, implying that the results obtained by assigning weights 

using six methods such as factor analysis are correlated. The factor (Sun, 2000), principal component coefficients 

(Jackson, 1996), entropy value (Chen et al., 2009), coefficient of variation (Gupta et al., 1985), gray correlation 

coefficient (Wang, 1988), and deviation partial derivative (Tan & Deng, 1995) are calculated in turn. A vector 

matrix of academic journal evaluation index weights is established. Then we get the affiliation function value 

between the evaluation methods based on the fuzzy Borda formula (Xu et al., 2017), and get the combined 

evaluation score after calculating the affiliation degree, fuzzy frequency, etc. As shown in Table 1. 

Journal 
Factor 

Analysis 

Principal 

Components 

Entropy 

value 

Variance 

Coefficient 

Gray 

correlation 

Discrepancy 

maximization 

Fuzzy 

Borda 

Quarterly Journal of Economics 0.5644  0.5649  0.5697  0.5713  0.5652  0.5692  0.5674  

Journal of Economic Perspectives 0.4325  0.4327  0.4341  0.4332  0.4322  0.4329  0.4329  

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

Journal of Economic Literature 0.2427  0.2430  0.2422  0.2417  0.2428  0.2431  0.2426  

Journal of Financial Economics 0.2206  0.2201  0.2176  0.2177  0.2206  0.2195  0.2194  

Annotation: The scores are normalized using extreme values, and the omitted journals can be found in JCR. 

Table 1. Comparison of single evaluation model results and combined evaluation model results 

BP neural network is a multilayer feedforward neural network trained according to the error backpropagation 

algorithm. Based on the initialization parameters of the neural network, the training set data is input for training. The 

indicator data of the training sample is input, and the set network training parameters are invoked for training the 

neural network model. The specific model and training process are shown in Figure 1. 

Calculating the average error between the actual output and the expected output, the training cycle stops after 

reaching the average error targe. The error value (default is 0) is 0.0001 because only one hidden layer is added and 

the training channels are not increased. The prediction accuracy of the network model based on the gradient descent 

optimization algorithm reaches more than 80%, which shows that the constructed BP neural network evaluation 

model is effective for the evaluation of the training set. The correlation coefficient R between the expected and 

actual output values is 0.99996. 

 

Figure 1. Neural network topology and construction process of evaluation model  

CONCLUSION 
The evaluation results obtained by the single objective weighting method all passed the nonparametric test, 

indicating that the six methods have a high degree of consistency. The fuzzy combination evaluation model 

established on this basis shows that the results take into account the magnitude of the evaluation value and the 

relative position of the evaluation order, which can make full use of the effective information, overcome the one-

sidedness and limitations of the single evaluation method, and make the evaluation results more reasonable. By 
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introducing BP neural network with 22 evaluation indexes as the number of neurons in the input layer, the error rate 

of the model reaches the preset accuracy, and the actual training results have a high correlation with the expected 

results, indicating that the constructed evaluation model can be applied to the actual evaluation.  

ACKNOWLEDGMENT 
This research is funded by the National Social Science Found Major Project of China (18ZDA325). 

REFERENCES 
Bradford, S, C. (1934). Sources of information on specific subjects. Engineering,137: 85-86. 

Brookes, B, C. (1969). Bradford's Law and The Bibliography of Science. Nature,224(5223):953-956. 

Zhang, C. T. (2009). The e-index, complementing the h-index for excess citations. PLoS One, 4(5), e5429.  

Yu, L, P., Wang Z G., Zhang Z J. (2018). Comprehensive amendment and research on h index: htop index. Journal of the China 

Society for Scientific and Technical Information, 37(12):1188-1192. 

Ivanović, D., Surla, D., & Racković, M. (2012). Journal evaluation based on bibliometric indicators and the CERIF data 

model. Computer Science and Information Systems, 9(2), 791-811. 

Amiri, S., & Zwanzig, S. (2011). Assessing the coefficient of variations of chemical data using bootstrap method. Journal of 

chemometrics, 25(6), 295-300. 

Kumar, R., Singh, S., Bilga, P. S., Singh, J., Singh, S., Scutaru, M. L., & Pruncu, C. I. (2021). Revealing the benefits of entropy 

weights method for multi-objective optimization in machining operations: A critical review. Journal of materials research 

and technology, 10, 1471-1492. 

Zhou, P., Ang, B. W., & Zhou, D. Q. (2010). Weighting and aggregation in composite indicator construction: A multiplicative 

optimization approach. Social indicators research, 96(1), 169-181. 

Krohling, R. A., & Pacheco, A. G. (2015). A-TOPSIS–an approach based on TOPSIS for ranking evolutionary 

algorithms. Procedia Computer Science, 55, 308-317. 

Priem, J., & Costello, K. L. (2010). How and why scholars cite on Twitter. Proceedings of the American Society for Information 

Science and Technology, 47(1), 1-4. 

2020 Research Frontiers. (2020). In Chinese Academy of Sciences official website. Retrieved from 

(http://www.casisd.cn/zkcg/zxcg/202011/P020201114578078349185.pdf). 

Sun, J. (2000). A note on principal component analysis for multi-dimensional data. Statistics & probability letters, 46(1), 69-73. 

Jackson, J. E. (1996). A user's guide to principal components. Journal of Educational and Behavioral Statistics, 20(1):105. 

Chen, M., Lu, D., & Zha, L. (2010). The comprehensive evaluation of China’s urbanization and effects on resources and 

environment. Journal of Geographical Sciences, 20(1), 17-30. 

Gupta, R., Tripathi, R., Michalek, J., & White, T. (1985). An exact test for the mean of a normal distribution with a known 

coefficient of variation. Computational Statistics & Data Analysis, 3, 219-226. 

Wang, Y. M. (1988). Multi-Indicator decision making and ranking using the discrepancy maximization method. China Soft 

Science, (03):36-38+65. 

Tan, X. Y., & Deng, J. L. (1995). Gray correlation analysis: a new method for multi-factor statistical analysis. Statistical 

Research, 03,011. 

Xu, L. M., Lin, Z. B., Li, M. J., & Wu, S. Q. (2017). A dynamic combined evaluation method based on fuzzy borda and its 

application. Chinese Journal of Management Science, (02), 165-173. 

 

http://www.casisd.cn/zkcg/zxcg/202011/P020201114578078349185.pdf


 

85th Annual Meeting of the Association for Information Science & Technology | Oct. 29 – Nov. 1, 2022 | Pittsburgh, PA. Author(s) retain 

copyright, but ASIS&T receives an exclusive publication license. 

ASIS&T Annual Meeting 2022 233  Posters 

The Influence of Open Access on the Academic 
Purification Effect of Retracted Publications:  

A Causal Inference Analysis 

Zheng, Er-Te Zhejiang University, People's Republic of China | 1290625375@qq.com 

Fu, Hui-Zhen Zhejiang University, People's Republic of China | fuhuizhen@zju.edu.cn 

ABSTRACT 
Recently, open access has gradually become an important publishing model in scientific research, while the 

academic purification effect of open access on flawed publications needs to be further explored. In this study, we 

use the methods of entropy balancing matching (EBM) and difference in difference (DID) in causal inference to 

examine the academic purification effect of different open access levels. The results show that in the retraction 

speed, limited open access papers had the slowest retraction speed, non-open access had the second and full open 

access had the fastest, reflecting the best performance of full open access in the detection of problematic papers. As 

for post-retraction citation changes, the citation of limited open access papers declined slightly slower than that of 

non-open access papers after retraction, while the citation of full open access papers showed an increase rather than 

a decrease. The next step of the research is to discover what factors may cause the above results. 

KEYWORDS 
Open access; Retracted publications; Bibliometrics; Academic purification; Causal inference 

INTRODUCTION 
Scientific publications are regarded as the cornerstone reflecting the development of the scientific community (Shah 

et al., 2021). Research integrity is important since the level of trust characterized science and its relationship with 

society (Olson & Griffiths, 1995). Misconduct and errors in publications will undermine academic development and 

public trust in science. The retraction is a vital way of self-purification in the scientific community, which detect the 

publications that lack authenticity and integrity, and reduce the negative influence of flawed researches. Recently, 

with the raising number of retracted publications, the issue of research integrity causes highly attention. 

Meanwhile, the Open Science movement is emerging. Open Science is aimed to promote transparency and 
reproducibility of results, widen the diffusion of knowledge (European Commission, 2020). The post-publication 

content scrutiny of open access publications based on a large number of readers may accelerate the detection of 

misconduct and errors of flawed publications. However, with the proliferation of flawed publication practices, like 

the “predatory journals”, open access also has some potential threats to research integrity. 

Therefore, this study aimed to explore the influence of open access (OA) on the academic purification of retracted 

publications. A few previous studies used basic statistical analysis and correlation analysis (Peterson, 2013; Shah et 

al., 2021), while this study used causal inference for a more precise estimate. 

METHOD 
This study collected information of retracted publications from two comprehensive databases, Web of Science 

(WoS) and Retraction Watch databases. To control the differences in discipline, biochemistry was selected as the 

object discipline of the study, for it had the largest number of retracted publications in all disciplines. 1032 

biochemistry retracted publications were obtained. And the un-retracted papers published in the same issue as the 

retracted papers were selected as control group, totally 93496 un-retracted papers were collected. The OA levels of 

the papers are classified into three categories: full OA (Gold OA), limited OA (Hybrid OA, Bronze OA, Green OA) 

and non-OA, which used the OA classification in WoS for reference. 

In this study, entropy balancing matching (EBM) and difference in difference (DID) method in causal inference 

were mainly applied. EBM took the increment of information entropy as distance for matching (Hainmueller, 2012). 

The study used this method to control for the balance of irrelevant variables between the control and treatment 

groups and ultimately to estimate the intervention influence of open access on the effect of academic purification. 

The idea of the DID model is to compare the difference in the change between the treatment group and the control 

group before and after the intervention, and to use a particular output as the impact of the intervention. In this study, 

the treatment group was the retracted papers and the control group was the un-retracted papers, the intervention was 

the OA level of the papers, and the output was the post-retraction citation changes which we used five indicators to 

measure (see Table 2). Since the citations of un-retracted papers with different OA levels changed over time, DID 

was used to remove the gap in citations among un-retracted papers in order to get the exact effect of open access on 

the academic purification of retracted papers. A two-period panel DID model was constructed as follows: 
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𝑌𝑖𝑡 = 𝛼 + 𝛽1𝑇𝑟𝑒𝑎𝑡𝑖 + 𝛽2𝑇𝑖 + 𝛽3𝑇𝑟𝑒𝑎𝑡𝑖 × 𝑇𝑖 + 𝛾𝑋𝑖𝑡 + 𝜀𝑖𝑡 

In the above equation, 𝑌𝑖𝑡 denoted the total number of citations of the i th publication in period t. 𝑇𝑟𝑒𝑎𝑡𝑖  referred to 

the OA level of the publication. 𝑇𝑖 was the dummy variable of retraction, indicating whether sample i was retracted 

publication or not, 𝑋𝑖𝑡 denoted other covariates may affecting the retraction characteristics of papers. 

RESULTS 
By using EBM, we first controlled the variables of different OA levels of retracted publications in balance. Publish 

year, number of authors, journal impact factor, total citation before retraction, and citation of the year of retraction 

were chosen as control variables. The mean values of variables after matching were nearly the same in all groups, 

while the table of mean value of variables was long so we did not put it here. 

After controlling for covariate balance, we calculated the mean differences of retraction time lag (i.e. the time lag 

between publication and retraction, which indicated the 

retraction speed) of different OA levels. The retraction time 

lag of limited OA papers was 1.36 years longer than non-

OA, and that of limited OA was 2.08 years longer than full 

OA.  We drew the survival rate curve (Figure 1) to provide a 

more delicate landscape of the difference of retraction speed 

of different OA level. It showed that in almost every year 

after publication, the survival rate (i.e. the proportion of 

flawed publications remain un-retracted) of limited OA 

papers was higher than non-OA papers, and that of non-OA 

papers was higher than full OA papers. The result indicated 

that full OA papers had the fastest retraction speed, which 

indicated it was better at timely detection and academic 

purification of flawed publications, while limited OA 

performed the worst. 

Figure 1. The survival rate curve of different OA level before and after match 

We then added the retraction time lag as a covariate and applied the EBM-DID method to calculate the comparison 

of change in citation after retraction for different OA levels of papers (Table 1). The results showed that limited OA 

papers had the lowest post-retraction citation proportion, followed by non-OA papers, while full OA papers had the 

highest. After retraction, the number and percent change in annual citation of non-OA papers decreased the fastest, 

followed by limited OA, while that of full OA increased rather than decreased. The change in immediate citation 

(i.e. citations in the first year after retraction compared to citations in the year of retraction) of limited OA papers 

was lower than non-OA papers and higher than full OA papers, while the percent change in immediate citation of 

limited OA papers was higher than non-OA papers and full OA papers, and that of non-OA was higher than full OA. 

 

Post-retraction 

citation 

proportion 

Change in 

annual citation 

% change in 

annual citation 

Change in 

immediate 

citation  

% change in 

immediate 

citation 

Limited OA 

vs non-OA 

-7.429*** 

(-3.55) 

4.073 

(1.20) 

5.507 

(0.21) 

1.515 

(0.80) 

-5.088 

(-1.07) 

Limited OA 

vs full OA 

-54.22*** 

(-6.74) 

-4.584*** 

(-4.12) 

-144.0 

(-1.82) 

-3.242*** 

(-6.49) 

-51.65** 

(-3.23) 

Note: t-values in parentheses. * p<0.05, ** p<0.01, *** p<0.001. 

Table 1. The comparison of post-retraction citation in different OA levels of retracted publications 

CONCLUSION 
The results showed that in terms of the retraction speed, limited open access papers had the longest retraction time 

lag, non-open access had the second and full open access had the shortest, reflecting the poor performance of limited 

open access in the detection of problematic papers, while full open access performed the best.  

As for post-retraction citation changes, the citation of limited open access papers declined slightly slower than that 

of non-open access papers after retraction, while the citation of full open access papers showed an increase rather 

than a decrease. The next step of the research is to discover the reasons why limited open access papers have the 

longest retraction time lag and why the post-retraction citation of full open access papers shows an increased trend. 
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